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1 Introduction to N2WS Backup & Recovery (CPM)

N2WS Backup & Recovery (CPM), known as N2WS, is an enterprise-class backup, recovery and
disaster recovery solution for the Amazon Web Services (AWS). Designed from the ground up to
support AWS, N2WS uses cloud native technologies (e.g. EBS snapshots) to provide unmatched
backup and, more importantly, restore capabilities in AWS.
N2WS is sold as a service. When you register to use the service, you get permission to launch a
virtual Amazon Machine Image (AMI) of an EC2 instance. Once you launch the instance, and
after a short configuration process, you can start backing up your data using N2WS.
Using N2WS, you can create backup policies and schedules. Backup policies define what you
want to back up (i.e. Backup Targets) as well as other parameters, such as:

e Frequency of backups

e Number of backup generations to maintain

e Whether to copy the backup data to other AWS regions, etc.

e Whether to back up a resource immediately
Backup targets can be of several different types, for example:

e EC2 instances (including some or all of the instance’s EBS volumes)

e Independent EBS volumes (regardless of whether they are attached and to which

instance)

e Amazon Relational Database Service (RDS) databases

e RDS Aurora clusters, except for Aurora Serverless

e Redshift clusters

e DynamoDB tables

e Elastic File System (EFS)
In addition to backup targets, you also define backup parameters, such as:

e In Windows achieving application consistency using Microsoft Volume Shadow Copy

Service (VSS)

e Running backup scripts

e Number of retries in case of a failure
Schedules are used to define how you want to time the backups. You can define the following:

e Astart and end time for the schedule, including time zone of data
Backup frequency, e.g. every 15 minutes, every 4 hours, every day, etc.
Days of the week to run the policy

e Special times to disable the policy
A policy can have one or more schedules associated with it. A schedule can be associated with
one or more policies. As soon as you have an active policy defined with a schedule, backups will
start automatically.

1.1  Purchasing N2WS on the AWS Marketplace

N2WS is available in several different editions which support different usage tiers of the
solution (e.g. number of protected instances, number of AWS accounts supported, etc.) The
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price for using the N2WS software is a fixed monthly price which varies between the different
N2WS editions.

To see the different features for each edition, along with pricing and details, go to the N2W
Software Web site. Once you subscribe to one of N2WS’ editions, you can launch a N2WS
Server instance and begin protecting your AWS environment. Only one N2WS Server per
subscription will actually perform backup. If you run additional instances, they will only perform
recovery operations (section 1.3.3).

1.1.1 Moving between N2WS Editions

If you are already subscribed and using one N2WS edition and want to move to another that
better fits your needs, you need to perform the following steps:

Note: Before proceeding, it is highly recommended to create a snapshot of your CPM data
volume. You can delete that snapshot once your new N2WS Server is up and
running. The data volume is typically named N2WS — Data Volume.

1. Terminate your existing N2WS instance. It is recommended that you do so while no backup
is running.

2. Unsubscribe from your current N2WS edition. It is important since you will continue to be
billed for that edition if you don’t cancel your subscription. You will only be able to
unsubscribe if you don’t have any running instances of your old edition. You manage your
subscriptions on the AWS Marketplace site in the Your Software page.

3. Subscribe to the new N2WS Edition and launch an instance. You need to launch the instance
in the same Availability Zone (AZ) as the old one. If you want to launch your new N2WS
Server in a different zone or region, you will need to create a snapshot of the data volume
and either create the volume in another zone or copy the snapshot to another region and
create the volume there.

4. During configuration, choose Use Existing Data Volume and select the existing data volume.

5. Once configuration completes, continue to work with your existing configuration with the
new N2WS edition.

1.1.2 Downgrading

If you moved to a lower N2WS edition, you may find yourself in a situation where you exceed
the resources your new edition allows. For example, you used N2WS Advanced Edition and you
moved to N2WS Standard Edition, which allows fewer instances. N2WS will detect such a
situation as a compliance issue, will cease to perform backups, display a message, and issue an
alert detailing the problem.

To fix the problem:

e Move back to a N2WS edition that fits your current configuration, or

e Remove the excessive resources, e.g. remove users, AWS accounts or instances from
policies.

Once the resources are back in line with the current edition, N2WS will automatically resume

normal operations.


http://www.n2ws.com/index.php?option=com_k2&view=item&layout=item&id=11
http://www.n2ws.com/index.php?option=com_k2&view=item&layout=item&id=11
https://aws.amazon.com/marketplace/library?ref_=help_navgno_library
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1.2 N2WS Architecture

The N2WS Server is a Linux based virtual appliance. It uses AWS APIs to access your AWS
account. It allows managing snapshots of EBS volumes, RDS instances and clusters, Redshift
clusters, and DynamoDB tables. Except in cases where the user chooses to install our Thin
Backup Agent for Windows Servers, N2WS does not directly access your instances. Access is
performed by the agent, or by a script that the user provides, which performs application
quiescence.
N2WS consists of three parts, all of which reside on the N2WS virtual server:

e A database that holds your backup related metadata.

e A Web/Management server that manages metadata.

e A backup server that actually performs the backup operations. These components

reside in the N2WS server.

The N2WS architecture is shown below. N2WS Server is an EC2 instance inside the cloud, but it
also connects to the AWS infrastructure to manage the backup of other instances. N2WS does
not need to communicate or interfere in any way with the operation of other instances. The
only case where the N2WS server communicates directly with, and has software installed on,
an instance, is when backing up Windows Servers for customers who want to use Microsoft VSS
for application quiescing. If you wish to have VSS or script support for application quiescence,
you will need to install the N2WS Thin Backup Agent. The agent will get its configuration from
the N2WS server, using the HTTPS protocol.
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1.3 N2WS Server Instance

The N2WS instance is an EBS-based instance with two EBS volumes. One is the root device, and
the other is the CPM data volume. All persistent data and configuration information reside on
the data volume. From N2WS’ perspective, the root device is dispensable. You can always
terminate your N2WS instance and launch a new one, then using a short configuration process
continue working with your existing data volume.

1.3.1 Root Volume

Although you have access to the N2WS Server instance via SSH, N2W Software expects the
N2WS Server instance will be used as a virtual appliance. N2W Software expects you not to
change the OS and not to start running additional products or services on the instance. If you
do so and it affects N2WS, N2W Software will not be able to provide you with support. Our first
requirement will be for you to launch a clean N2WS server.

Note: Remember that all your changes in the OS will be wiped out as soon as you upgrade
to a new release of N2WS, which will come in the form of a new image (AMI). If you
need to install software to use with backup scripts (e.g. Oracle client) or you need to
install a Linux OS security update, you can. N2W Software recommends that you
consult N2W Software support before doing so.
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1.3.2  Backing up the N2WS Server

N2WS server runs on an EBS-based instance. This means that you can stop and start it
whenever you like. But if you create an image (AMI) of it and launch a new one with the system
and data volume, you will find that the new server will not be fully functional. It will load and
will allow you to perform recovery, but it will not continue performing backup as this is not the
supported way to back up N2WS servers. What you need to do, is to back up only the data
volume, and to launch a fresh N2WS server and connect it to a recovered data volume. See
section 11.4.3.

1.3.3 N2WS Server with HTTP Proxy

N2WS needs connectivity to AWS endpoints to be able to use AWS APIs. This requires Internet
connectivity. If you need N2WS to connect to the Internet via an HTTP Proxy, that is fully
supported. During configuration you will be able to enable proxy use and enter all the required
details and credentials: proxy address, port, user and password. User and password are
optional and can be left empty if the proxy server does not require authentication. Once you
configure proxy settings at the configuration stage, they will also be set for use in the main
application.

The proxy setting can be modified at any time in the Proxy tab of N2WS Server Settings >
General Settings. Select or clear Enable Proxy. If enabled, enter the requested proxy

information.

GEWS | N2ws Backup & Recovery (CPM) Q | rebrazzrnazem | B | 3] 4S5 | (D) | (©) demo

@ Exit Server Settings General Settings

CPM Server Proxy Security Capture VPC Tag Scan Cleanup Simple Email Service

Z  Account Registration

Patches

a8
@
<>

£ Agents Configuration

' Activation Key Update

1.3.4  Multiple N2WS Servers

If you are trying to launch multiple N2WS servers of the same edition in the same account, you
will find that from the second one on, no backup will be performed. Each such server will
assume it is a temporary server for recovery purposes and will allow only recovery. Typically,
one N2WS server should be enough to back up your entire EC2 environment. If you need more
resources, you should upgrade to a higher edition of N2WS. If you do need to use more than
one N2WS server in your account, contact N2W Software support.

1.3.5 Upgrading the N2WS Server Instance

At certain times, you may need to terminate the current N2WS Server instance and start a fresh
one. The typical scenario is upgrading to a newer N2WS version or update the N2WS edition.

10
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To upgrade/restart the N2WS Server Instance:

1. Terminate the old CPM instance, preferably while no backup, DR, or Cleanup is being
performed.

2. Launch a new N2WS Server instance in the same region and AZ as the old one. You can
launch the instance using the Your Marketplace Software page on the AWS web site.

3. To determine the AZ of the new instance, launch the instance using the EC2 console rather
than using the 1-click option.

4. Wait until the old CPM instance is in the terminated state. When the new instance is in the

running state, connect to it with a browser using HTTPS.

Approve the exception to the SSL certificate.

Choose Use Existing Data Volume in step #4, “Data Volume and Proxy”.

7. Select your old data volume from the Existing CPM Data Volume list in step #5, “Server
Configuration”.

8. Select Configure System in step #6, “Register Your Account”. CPM will automatically resume
operations.

9. If you are using backup scripts that utilize SSH, you may need to login to the N2WS Server
once and run the scripts manually so that the use of the private key will be approved.

o n

1.4  N2WS Technology

As part of the cloud ecosystem, N2WS relies on web technology. The management interface
through which you manage backup and recovery operations is web-based. The APIs which
N2WS uses to communicate with AWS, are web-based. All communication with the N2WS
server is performed using the HTTPS protocol, which means it is all encrypted. This is important,
since sensitive data will be communicated to/from the N2WS server, for example, AWS
credentials, N2WS credentials, object IDs of your AWS objects (instances, volumes, databases,
images, snapshot IDs etc.).

1.5 Browser Support

Most interactions with the N2WS server are performed via a web browser.
e Since N2WS uses modern web technologies, you will need your browser to be enabled
for Java Script.
e N2WS supports Microsoft Edge, Mozilla Firefox, and Google Chrome.
e Other browsers are not supported.

1.6  Viewing Tutorial and Free Installation

If you want to view a getting-started tutorial, or to try the fully-functional N2WS free for 30
days, go to https://n2ws.com/support/video-tutorials/getting-started.
Follow the instructions in the ‘Getting Started with N2WS Backup & Recovery for AWS’ video.

Note: It is not necessary to reinstall N2WS after purchasing a license.

11
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1.7 Customized Free Trial

It is now possible to have a free trial of N2WS with the usage limitations customized for your
specific AWS infrastructure. Contact N2W Software sales at info@n2ws.com to start your
customized free trial. The N2W Software sales team may provide a reference code for your
customized installation.

12
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2 Configuring N2WS

Important: BEFORE upgrading to version 3.0 from versions 2.4-2.7, Copy to S3 customers
must review section 2.3.2 (Step 4) about special conditions for data recovery.

The N2WS management console is accessed via a web browser over HTTPS.

e When a new N2WS Server is launched, the server will automatically generate a new self-
signed SSL certificate. This certificate will be used for the web application in the
configuration step.

e If no other SSL certificate is uploaded to the N2WS Server, the same certificate will be
used also for the main N2WS application.

e Every N2WS Server will get its own certificate.

e Since the certificate is not signed by an external Certificate Authority, you will need to
approve an exception in your browser to start using N2WS.

When configuring the N2WS server, define the following settings:

e AWS Credentials for the N2WS root user.

e Time zone for the server.

e Whether to create a new CPM data volume, or attach an existing one from a previous
N2WS server.

e Whether to create an additional N2WS server from an existing data volume during Force
Recovery Mode.

e Proxy settings. Configure proxy settings in case the N2WS server needs to connect to
the Internet via a proxy. These settings will also apply to the main application.

The port the web server will listen on. The default is 443. See section 1.3.3.

e Whether to upload an SSL certificate and a private key for the N2WS server to use. If
you provide a certificate, you will also need to provide a key, which must not be
protected by a passphrase.

e Register the AWS account with N2W Software. This is mandatory only for free trials but
is recommended for all users. It will allow N2W Software to provide quicker and
enhanced support. Registration information is not shared.

For the configuration process to work, as well as for normal N2WS operations, N2WS needs to
have outbound connectivity to the Internet, for the HTTPS protocol. Assuming the N2WS server
was launched in a VPC, it needs to have:

e A publiclP, or

e An Elastic IP attached to it, or

e Connectivity via a NAT setup, Internet Gateway, or HTTP proxy.

If an access issue occurs, verify that the:

e Instance has Internet connectivity.

e DNS is configured properly.

e Security groups allow outbound connections for port 443 (HTTPS) or other (if you chose
to use a different port).
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Following are the configuration steps:

1.

2.
3.
4

Approve the end-user license agreement.

Define the root user name, email, and password.

Define the time zone of the N2WS Server and usage of data volumes.

Fill in the rest of the information needed to complete the configuration process.

2.1 Instance ID

To initially be identified as the owner of this instance, you are required to type or paste the
N2WS server instance ID. This is just a security precaution.

&I‘JS I N2WS Backup & Recovery (CPM)

In the next step of the configuration process, you will also be required to approve the end-user
license agreement.
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’ Server Configuration
@\WS N2WS Backup & Recovery (CPM)

Instance End User License License and Data Volume Server Register Your
Confirmation Agreement Root User and Proxy Configuration Account
End User License Agreement
Version X.X.X - dd/mmyyyy
This License Agreemant (the "Agreement”) is made and entered into by and between Licensor (as defined below) and you as,
or on behalf of, Licensee (as defined below). This Agreement governs Licensee's access to the Image and its use of the
Licensee Instance (as these terms are defined below), Each of Licensor and Licenses is a "Party” to this Agreement and
together they are indicated as the “Parties”
By either (a) submitting a signed Quote: (b) providing a purchase order complying with a Quote, (¢) checkang the "1 read the
License Terms and | Accept them™ checkbox and subsequently chcking the “Next™ button duning the installation and
configuration process of the Licensee Instance (as defined below) using the Image (as defined below), or (d) accessing or
using the Licensee Instance, you as. or on behalf of, Liensee, are accepling and agreeing to be bound by the terms and
conditions of this Agreement. which becomes effective as of the date you click the "Next™ button (or first access or use the
Lxensee Instance) (the "Effective Date”). If you are accepting the terms of this Agreement on behalf of Licensee, you represent
and warrant that. (1) you have full legal authonty to bind Licensee 1o thes Agreement, (i) you have read and understand ths
Agreement; and (i) you agree, on behalf of Licensee, 10 this Agreement. If you do not have the legal authonity to bind
Licensee, please do not check the "Next™ button (or access or use the Licensee Instance)

1. Lsense Grant Lcensor grants Licensee a limited, personal, revocable, non-exclusive, non-sublicensable. non-transferrable
license to do the following dunng the License Term: (i) install and configure the Image on a single Licensee Instance; (i) create.
copy. use, maintan and restore Snapshots and Secondary Backups of Licensee Information using Licensee Instance(s) for the
internal business use of Licensee, subject 10 the attnbutes and usage limitations of Image or as set forth in the Quote: () copy
and use the Documentation solely for the above-mentoned purposes. and (iv) if and 1o the extent Licensee has been expressly
authorized in writing by Seller in a Quote or otherwise, Licensee may either or both (a) install and configure the Image on
additional Licensee Instances. and/or (b) create. copy, use, maintain and restore Snapshots and Secondary Backups of
Licensee Information using Licensee Instance(s) for Managed Users of Licensee

I read the license terms and | accept them

2.2 License Agreement and Root User

The License field is presented. Select I’'m starting a free trial for a free trial. Otherwise, select
the appropriate license option in the list, such as Bring Your Own License (BYOL) Edition.
Alternatively, if your organization purchased a license directly from N2W Software, additional
instructions are shown.

The AWS root user (IAM User) is no longer allowed to control the operation of the N2WS
server. A user with the Authentication credentials for N2WS Instance IAM Role is the only user
allowed to install N2WS, log on to the system server and operate it. As shown below, you need
to define the root user name, email, and password. This is the third step in the configuration
process. The email may be used when defining Amazon Simple Notification Service (SNS) based
alerts. Once created, choose to automatically add this email to the SNS topic recipients.
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GEWS N2WS Backup & Recovery (CPM)

0—0—O0

| \Swl ce Em ﬂ User Li CE nse. L Fl‘ 5? GHU Data Violume Server Reﬂ kster Your
.................... and Proxy Configuration Account

Liconse: 'm starking a froe tria w

Note: Passwords: N2W Software does not enforce any password policy, however, it is
recommended that you use passwords that are difficult to guess and that are
changed from time to time.

2.3 Defining Time Zone, Data Volume, Force Recovery Mode,
Web Proxy

In the fourth step of the configuration process, you can:

e Set the time zone of the N2WS Server.

e If using a paid license, choose whether to create a new data volume, or use an existing
one. Your AWS credentials will be used for the data volume setup process.

e Create an additional N2WS server in recovery mode only, by choosing an existing data
volume and set Force Recovery Mode.

e Configure proxy settings for the N2WS server. See section 2.3.3.

As you will see in section 4.1.3, all scheduling of backup is performed according to the local
time of the N2WS Server. You will see all time fields displayed by local time; however, all time
fields are stored in the N2WS database in UTC. This means that if you wish to change the time
zone later, all scheduling will still work as before.

As you can see below, the choice of new or existing data volume is made here. Actual
configuration of the volume will be accomplished at the next step.

AWS credentials are required to create a new Elastic Block Storage (EBS) data volume if needed
and to attach the volume to the N2WS Server instance.

e If you are using AWS Identity and Access Management (IAM) credentials that have
limited permissions, these credentials need to have permissions to view EBS volumes in
your account, to create new EBS volumes, and to attach volumes to instances. See
section 16.3. These credentials are kept for file-level recovery later on and are used only
for these purposes.
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e If you assigned an IAM Role to the N2WS Server instance, and this role includes the
needed permissions, select Use Instance’s IAM Role and then you will not be required
to enter credentials.

’ Server Configuration
&\WS N2WS Backup & Recovery (CPM)

0@99

tm User License License and Data Vo me Server Register Your
Agreement Root User Configuration Account

v Important Notice:

2.3.1 New Data Volume

When creating a new data volume, the only thing you need to define is the capacity of the
created volume. You also have the option to encrypt the volume, as described in section 2.4.1.
The volume is going to contain the database of N2WS’s data, plus any backup scripts or special
configuration you choose to create for the backup of your servers. The backup itself is stored by
AWS, so normally the data volume will not contain a large amount of data.
The default size of the data volume is 5 GiB.
e Thisis large enough to manage roughly 50 instances, and about 3 times as many EBS
volumes.
e If your environment is larger than 50 instances, increase the volume at about the ratio
of 1 GiB per 10 backed-up instances.
The new volume will be automatically created in the same AZ as the N2WS instance It will be
named N2WS Data Volume. During the configuration process, the volume will be created and
attached to the instance. The N2WS database will be created on it.

2.3.2  Existing Data Volume

Important notice for Copy to S3 customers BEFORE upgrading to version 3.0:
e All data previously archived to S3, using versions 2.4-2.6.x, cannot be recovered
using version 3.0.
e To allow recovery of such data in the future, create an AMI of your current
N2WS instance BEFORE upgrading to version 3.0.
e To do this, follow all the steps outlined in the version 3.0 Upgrade Instructions
BEFORE continuing your upgrade.
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e For additional information, see Release Notes.

The Existing data volume option is used if:
e You have already run N2WS and terminated the old N2WS server, but now wish to
continue where you stopped.
e You are upgrading to new N2WS releases.
e You are changing some of the configuration details.
e You want to configure an additional N2WS server in recovery mode only. See section
2.3.4.
The select box for choosing the volumes will show all available EBS volumes in the same AZ as
the N2WS Server instance. When choosing the volumes, consider the following:
e |tisimportant to create the instance in the AZ your volume was created in the first
place.
e Another option is to create a snapshot from the original volume, and then create a
volume from it in the AZ you require.

Note: Although CPM data volumes typically have a special name, it is not a requirement. If
you choose a volume that was not created by a N2WS server for an existing data
volume, the application will not work.

2.3.3  Proxy Settings
If the N2WS server needs an HTTP proxy to connect to the Internet, define the proxy address,
port, user, and password. The proxy settings will be kept as the default for the main application.

In the N2WS Ul, proxy settings are made in the Proxy tab of@ Server Settings > General
Settings.

Note: Make sure to enable SSH connections (port 22) through your proxy.

2.3.4 Force Recovery Mode

You can configure an additional N2WS server, in recovery mode only, by choosing an existing
data volume:
e Instep 4, choose to use an existing volume and in the Force Recovery Mode, select Yes.
e Instep 5, in the Existing CPM Data Volume list, select the volume that holds your
backup records.
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Server Configuration

N2WS Backup & Recovery (CPM)

0—606—0—0—0

Instance End User License License and Data Volume Server Register Your
Confirmation Agreement. Root User and Proxy Configuration Account
Existing CPM Data Volume vol-0572ed603db0b2fD8 (N2WS - Data Volume) ~
Web Server Port 443
SSL Server Certificate File No file chosen - ed cer 1
SS5L Server Private Key No file chosen
Anonymous Usage Reports. Allow v
=n [ e |
Note: The N2WS server configured for recovery mode will NOT:

e Perform backups.

e Perform Data Lifecycle Management operations.
e Perform Recovery Scenario.

e Have Resource Control management.

e Perform any scheduled operations.

2.4 Complete Remaining Fields in N2WS Configuration

In the fifth step, you will fill in the rest of the information needed for the configuration of the
data volume for the N2WS Server.
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If you chose to create a new volume, you can choose the volume capacity, type, and whether to

encrypt.

Server Configuration

(CN\EWS N2WS Backup & Recovery (CPM)

0—0—06—0—70

Instance End User License License and Data Volumse Server Reqister Your
Confirmation Agreement Root User and Proxy Configuration Account
Capacity (GiB) 5 :

EBS Volume Type: General Purpose 55D (gp2) w
Encrypt Vohume Mot Encrypled v
Web Server Port 443

S5L Server Certificate File No file chosen

SSL Server Private Koy No file chesen

Anomymous Usage Reports: Al w

If you chose to use an existing volume, you will see a drop-down volume selection box instead

of the volume capacity field:

Server Configuration

G;WS N2WS Backup & Recovery (CPM)

0—0—06—06—0

Data Volume Sorver Register Your

Instance End User License License and
Confirmation Agreemont Root User and Proxy Configuration Account
Existing CPM Data Volume vol-057 26460 3db0b2108 (N2W'S - Data Volume) v
Web Server Port 443
SSL Server Certificate File No file chosen
SSL Server Private Key No file chosen
Anonymous Usage Reports Alow v

2.4.1 Encrypting a New Data Volume

If you choose a new data volume, you have an option to encrypt CPM user data. You also have
the option to encrypt a new data volume if using the silent configuration mode. See section 2.8.
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Server Configuration
GEWS N2WS Backup & Recovery (CPM)

0—0—06—0—70

Irsl.an{e Ena User Lic . License and mm\cbll.me Server Hen ister Your
uuuuuuuuuuuuuuuuuuuu Root User Configuration Account

¥

No file chosen

Mo file chosen

Select Encrypted in the Encrypt Volume drop-down list and choose a key in the Encryption Key
list. You have the option to use a custom ARN.

2.4.2 Web Server Settings

Port 443 is the default port for the HTTPS protocol, which is used by the N2WS manager. If you
wish, you can configure a different port for the web server. But, keep in mind that the specified
port will need to be open in the instance’s security groups for the management console to
work, and for any Thin Backup Agents that will need to access it.
The final detail you can configure is an SSL certificate and private key.
e If you leave them empty, the main application will continue to use the self-signed
certificate that was used so far.
e If you choose to upload a new certificate, you need to upload a private key as well. The
key cannot be protected by a passphrase, or the application will not work.

Warning: If a corrupted SSL certificate is installed, it will prevent the N2WS server from
starting.

2.4.3 Anonymous Reports Setting

Leaving the Anonymous Usage Reports value as Allow permits N2WS to send anonymous usage
data to N2W Software. This data does not contain any identifying information:

e No AWS account numbers or credentials.

e No AWS objects or IDs like instances or volumes.

e No N2WS names of objects names, such as, policy and schedule.
It contains only details like:

e How many policies run on a N2WS server

e How many instances per policy

e How many volumes
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e What the scheduling is, etc.
You can change this setting at any time using the enable/disable anonymous usage reports link
at the bottom of N2WS’s main page.

2.5 Registering and Finalizing the Configuration

After filling in the details in the last step, you are prompted to register. This is mandatory for
free trials and optional for paid products.

Server Configuration

[2ZWS N2WS Backup & Recovery (CPM) v3.0.0

Instance End User License License and Data Volurmne Server Register Your
Confirmation Agreement Roat User and Proxy Configuration Account

Full Name:

Company

| oo

Select Configure System to finalize the configuration. The configuration will take between 30
seconds and 3 minutes for new volumes, and usually less for attaching existing volumes. After
the configuration is complete, a ‘Configuration Successful — Starting Server ...” message appears.
It will take a few seconds until you are redirected to the login screen of the N2WS application.

Or
Sign in with Identity Provider

License Agreement

If you are not redirected, refresh the browser manually. If you are still not redirected, reboot
the N2WS server via AWS Management Console, and it will come back up, configured and
running.
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2.6 Configuration Troubleshooting

Most inputs you have in the configuration steps are validated when you select Next. You will

get an informative message indicating what went wrong.

A less obvious problem you may encounter is if you reach the third step and get the existing

volume select box with only one value in it: No Volumes found. This can arise for two reasons:

e If you chose to use an existing volume and there are no available EBS volumes in the N2WS
Server’s AZ, you will get this response. In this case, you probably did not have your existing
data volume in the same AZ.

To correct this:
e Terminate and relaunch the N2WS server instance in the correct zone and start over the
configuration process, or
e Take a snapshot of the data volume, and create a volume from it in the zone the server is in.
e [f there is a problem with the credentials you typed in, the “No Instances found” message
may appear, even if you chose to create a new data volume. This usually happens if you are
using invalid credentials, or if you mistyped them.

To fix, go back and enter the credentials correctly.
In rare cases, you may encounter a more difficult error after you configured the server. In this
case, you will usually get a clear message regarding the nature of the problem. This type of
problem can occur for several reasons:
e If there is a connectivity problem between the instance and the Internet (low
probability).
e If the AWS credentials you entered are correct, but lack the permissions to do what is
needed, particularly if they were created using IAM.
e If you chose an incorrect port, e.g. the SSH port which is already in use.
e If you specified an invalid SSL certificate and/or private key file.
In case you cannot discover the problem, try again. If it persists, contact N2W Software support
(support@n2ws.com).
If the error occurred after completing the last configuration stage, it is recommended that you:
1. Terminate the N2WS server instance.
2. Delete the new data volume (if one was already created).
3. Try again with a fresh instance.

2.7 Modifying the Configuration of a N2WS Server

If you need to change the configuration of your N2WS server after it has already been created,
you may need to:

e Change the time zone

e Reset the N2WS root user password

e Change SSL credentials

e Change the HTTPS port
The process to make these changes is to terminate the current N2WS server instance and
create a new one. After you terminate the N2WS server, the data volume becomes available.
Configure the server as needed and connect to the old (existing) data volume.
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Note: Remember to launch the new server in the same AZ.

For the N2WS root user, you may change the email or the password. The username of the root
user cannot be changed. If, during the configuration process, you type a different username
than the original, N2WS will assume you forgot the root username. In that case, the username
will not change, and a file named /tmp/username reminder will be created on the N2WS
server. It will contain the username. You can connect to N2WS server using SSH to view this file.
See section 7.1.

2.8 Configuring N2WS in Silent Mode

Ill

There is an option to configure N2WS using a special “user data” script. The user data script is a
configuration in ini file format, stating the configuration of the new N2WS instance.

Create the user data file with CPMCONFIG in the first line, [SERVER] in the second line,
followed by the configuration details.

N2WS assumes that the N2WS instance has an IAM role that is used for the configuration
process, so no credentials are required.

Following is an example of the whole script:

CPMCONFIG

[SERVER]

user=<username for the N2WS user>

password=<password>

volume option=<new or existing>

volume size=<in GB, used only for the new volume option>

volume id=<Volume ID for the data volume, used only in the existing
volume option>

volume type=<set your storage performance and cost.
The default is “gp2”. It can be set to “io0l” or “gp2”>

snapshot id=<snapshot ID to create the data volume from, used only with
the existing volume option, and only if volume id is not present>

encryption key=<encrypt user-data volume by setting the ARN of the
KMS key. used only for the new volume option>

time zone=<set N2WS server’s local time.
The default timezone is GMT. Available time zones are listed in
Appendix C - Timezone Choices>

allow_anonymous reports=<send anonymous usage data to N2W Software.
The default is “False”>

force recovery mode=<allow additional N2WS server to perform recovery
operations only. The default is “False”. If it set to “True” - it
requires volume option=existing>
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Additionally, if you need the N2WS server to connect to the Internet via an HTTP proxy, add a
proxy section:

[PROXY]
proxy server=<address of the proxy server>
proxy port=<proxy port>

proxy user=<user to authenticate, if needed>

proxy password=<password to authenticate, if needed>

The snapshot option does not exist in the Ul. It can be used for automation of a Disaster
Recovery (DR) server recovery. Additionally, if you state a volume ID from another AZ, N2WS
will attempt to create a snapshot of that volume and migrate it to the AZ of the new N2WS
server. This option can be used in a high availability setup.

Note: You are not required to select to approve the license terms when using the silent
configuration option, since you already approved the terms when subscribing to the
product on AWS Marketplace.
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3 Start Using N2WS

N2WS opens to the Dashboard — an overview of recent backups, recoveries, alerts, resources,
and costs.

GEWS | N2ws Backup & Recovery (CPM) Q | rebmsooman | B | £F | {03

Dashboard

Backup Monitor

Backugs (Last 24 Hours) DR (Last 24 Hours) 53 Backups (Last 24 Hours)
Recovery Monitor

3 Recovery Scenario Monitor

Y Reports 1 ..:. +

No DR backups were scheduled to Looks like no 53 backug lickes are
,  Accounts et scheculed yet

Policies
View Backup Schedules. Start an 53 Backup

Recovery Scenarios ——

Schedules

¢ Agents

Accounts Polices Alerts

Ei 53 Repositories :
i 3 - é 8 © Group RCG2 Turn On/Off Resource Failure (3)

% Worker Configuration 53

Protected Rescurces Managed Snagshots. © Detete 53 Snapshots
Resource Control Monitor

16 ) 85 &

=] Resource Control Groups
Cost Savings Cost Exglorer
$60.72 @ $3.27

Depending on your device resolution, the Alerts tile may not appear in the Dashboard.

. . - \F
Regardless of resolution, all Alerts are available by selecting in the toolbar.

3.1  Associating an AWS Account

To associate an AWS account for File Level Recovery, you will need to either:
e Enter AWS credentials consisting of an access key and a secret key, or
e Use an IAM role, either on the N2WS server instance or cross-account roles.
There are two steps to associating a N2WS account with an AWS account:
1. To manage your users and roles and obtain AWS credentials, go to the IAM console at
https://console.aws.amazon.com/iam/home?#users
a. Follow the directions to either add a new account or view an existing account.
b. Capture the AWS credentials.
2. To associate the AWS account with a N2WS account, go to N2WS:
a. Inthe left panel, select the Accounts tab and then select + New.
b. Complete the fields, entering the required information for the Account Type and
Authentication method.
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Dashboard New Account

Backup Monitor Name User
% Recovery Monitor

@ Recovery Scenario Monitor

2  Reports

Policies

Authentication

Recovery Scenarios
Ty scenario CPM Instance 1AM Role v

Schedules

2 Agents

Scan Resources

E 53 Repositories

% Worker Configuration

~ Capture VPCs

% Resource Control Monitor

=] Resource Control Groups

3.1.1 Account Type

If you are using the Advanced or Enterprise Edition or a free trial, you will need to choose an
account type.
e The Backup account is used to perform backups and recoveries and is the default 3333
e DR Account is used to copy snapshots to as part of cross-account functionality.
If this is a DR Account, you choose whether this account is allowed to delete snapshots.
If the account not allowed to delete snapshots when cleaning up, the outdated backups
will be tagged. Not allowing N2WS to delete snapshots of this account implies that the
presented IAM credentials do not have the permission to delete snapshots.

3.1.2 Authentication

N2WS Supports three methods of authentication:
e |AM User - Authentication using IAM credentials, access and secret keys.

Warning: Using IAM User credentials is not recommended as they are less secure than
using IAM roles.

e CPM Instance IAM Role — If an IAM role was assigned to the N2WS server at launch time
or later, you can use that IAM role to manage backups in the same AWS account the
N2WS serveris in.

Note: Only the root/admin N2WS user is allowed to use the IAM role.

e Assume Role — This type of authentication requires another AWS account already
configured in N2WS. If you want to use one account to access another, you can define a
cross-account role in the target account and allow access from the first one. The
operation of using one account to take a role and accessing another account is called
assume role.

To allow account authentication using Assume Role in N2WS:

1. Inthe Authentication box, choose Assume Role.
2. Inthe Account Number box, type the 12-digit account number, with no hyphens, of the
target account.
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In the Role to Assume box, type the role name, not the full Amazon Resource Name (ARN)
of the role. N2WS cannot automatically determine what the role name is, since it is defined
at the target account, which N2WS has no access to yet.

The External ID box is optional unless the cross-account role was created with the 3rd party
option.

In the Assuming Account list, choose the account that will assume the role of the target
account.

@ | @) dema v

GEWS | N2ws Backup & Recovery (CPM) Q) | rebascmorasam | 0] | L3

Dashboard New Account

Backup Monitor Name User
Recovery Monitor
@ Recovery Scenario Monitor

®  Reports

Policies

Recavery Scenarios

Schedules

2l Agents

[[] scan Resources
| 53 Repositories

s Worker Configuration
~| Capture VPCs

Resource Control Monitor

If you are the root user or independent user and have managed users defined, an additional

selection list will appear enabling you to select the user.

Select Scan Resources to include the current account in tag scans performed by the system.

Once Scan Resources is Enabled:

e Inthe Scan Regions list, select the regions to scan. To select all regions, select the check
box at the top of the list. To filter regions, start typing in the search box.

+| Scan Resources

Scan Regions

18 Regions Selected v

us Q %
~ U5 East (M. Virginia)
~ IS East (Chia)

~  US West (Oregon)

| US West (M. California)
e The Scan Resource Types list, select the types of resource to scan. Select the top check
box for all, or use the search box to filter types.

Note: Scanning only specific resource types can reduce tag scan processing time and is
useful when user permissions are limited to certain resource types.
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5can Resource Types

2 Types Selected v

DynamcDEB Tables
Elastic File Systems
~ Instances
+~ RDS Databases
Aurora Clusters

Redshift Clusters

-

7. The Capture VPCs option defaults to enabled. Clear Capture VPCs to disable for this
account. See section 23.

Note: You can add as many AWS accounts as your N2WS edition permits.

3.2 N2WS Support

For support issues, contact N2W Software support. To collect and download support logs,

select in the toolbar and then select Download Logs.
In the Download Support Logs dialog box, select the relevant logs and time frame, and then
select Download Logs.

e Check AWS permissions — Against the required permissions for AWS services and

resources.

e Collect S3 Worker Logs — When S3 support is needed.

e Collect System Logs — For comprehensive system debugging.

e Collect Backup Logs from Last - Select Day, Week, or Month in the list.

Download Support Logs A x

«| Check AWS Permissions
~| Collect 53 Worker Logs

Collect System Logs (2.g. Apache)

Collect Backup Logs from last: | Week v
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4 Defining Backup Policies

The backbone of the N2WS solution is the backup policy. A backup policy defines everything
about a logical group of backed-up objects. A policy defines:

e What will be backed up - Backup Targets.

e How many generations of backup data to keep.

e When to back up — Schedules.

e Whether to use backup scripts.

e Whether VSS is activated (Windows Servers 2008, 2012, 2016, and 2019 only).

e Whether backup is performed via a backup agent (Windows only).

e The retry policy in case of failure.

e DR settings for the policy.

e Lifecycle events: Copy to S3, Archive to Glacier
The following sections explain the stages for defining a policy and its schedule. Schedule
definition is addressed first as it one of the attributes of a policy and Scheduled Reports.

| 25
v

I - vl sy
Q | Mar 4, 2020 2:35 PM ‘ iy ‘ g0

Dashboard

¥, Backup Monitor
%a Recovery Monitor Search Policies Q ~ All Schedules v 20 records/page v 86 Cost Period (Last Month)
& Recovery Scenario Monitor — 2 Refrash

Y Reports
a  Account Enabled Backup Generations Schedules

% Accounts
Account2_BK

ACCOUNT-IAM-USER-edited Yes 30 s1
very Scenarios

E Schedules

5 Agents

£ S3Repositories
#%  Worker Configuration

S Resource Control Monitor

<] Resource Control Groups

4.1 Schedules

Schedules are the objects defining when to perform a backup

e Schedules are defined separately from policies and Scheduled Reports.

e One or more schedules can be assigned to both policies and Scheduled Reports.
Schedules can be managed in the Schedules tab found in the left panel. They can be added also
during the creation of a new Policy.
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Or, added when creating a new scheduled report in the Scheduled Reports tab of the Reports
tab in the left panel.

P~
(7?)
\7)

demo

GEWS | N2ws Backup & Recovery (CPM) Q | marazozasem | = | L3

Dashboard New Scheduled Report

Backup Monitor Name Report Type

Recovery Monitor Choose Report Type v

cenario Monitor

Use New
demao v o
s Accounts
I polices + Enabled
Recovery Scenarios
Schedules Schedules
g Agents None v e
epositories Reciplents
% Worker Configuration
Resource Control Monitor
Resource Control Groups User to Filter by Account to Filter by
None ~ None v
nclude Records From Last
- Days v

Cancel

Note: Both interfaces include all defined schedules and the same definition options.

You can define schedules to:
e Run for the first time at a date and time in the future.
e Run forever or have a specific date and time to stop.
e Repeat every ‘n’ minutes, hours, days, weeks, months.
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e Selectively enable for certain minutes, hours, and day of the week, but not for weeks
and months.

e Repeat every day of the week, or only run on certain days.

e Exclude running a report or policy during certain time ranges within the scheduled
times.

For the root/admin user, if you have created additional managed users, you can select the user
to whom the schedule belongs.

Important:  For weekly or monthly backups and report generation, the start time will
determine the day of week of the schedule and not the days of week check boxes.

4.1.1 Defining Schedules

The same schedule can be used in all of the following:
e Policy backup operations.
e Recovery Scenarios for policies with schedules.
e Generating Scheduled Reports.

Note: All start times are derived from the First Run time.

A schedule can be added either from the Schedules tab or as part of adding or editing a
Scheduled Report in the Reports tab:

1. Inthe Schedules tab, select + New:

2. Inthe Reports tab:

e To create a new Scheduled Report, select + New. In the New Scheduled Report page,
select + New above the Schedules list.

e To add a new schedule for an existing report, select the report, select ¢~ Edit and then
select + New above the Schedules list.
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To define a schedule:

L A
§0% | ?) | (Q) demo ~
L N NG

GEWS | N2ws Backup & Recovery (CPM) (| revaszoonsean | 5 | £f

Dashboard | > New Schedule

Backup Monitor Name User +

(=8
m
3
o
< |3
(#]

Recovery Monitor
“l  Recovery Scenario Monitor

®  Reports

First Run Expires L
Accounts 02/25/2020 1:53 AM
Policies
Time Zone
Recovery Scenarios
srael ~
Schedules
= Agents
Repeat Every
» 53 Repositories
¢ : Day: v

#5  Worker Configuration

Enabled On
Resource Control Monitor
+ Sunday v | Monday + Tuesday v Wednesday v | Thursday v | Friday +| Saturday

Resource Control Groups

Description

Exclude Time Ranges @

Type a name for the schedule and an optional description.

2. Inthe First Run box, if the First Run is other than immediately, select Calendar to
choose the date and time to first run this schedule.

Note: The time set in First Run becomes the regular start time for the defined
schedule.

e If you want a daily backup to run at 10:00 AM, set Repeats Every to one day and the
start time to 10:00 AM.
e [f you want an hourly backup to run at 17 minutes after the hour, set Repeats Every to
one hour and First Run to nn:17, where nn is the hour of the First Run.
3. If this schedule expires, turn on the Expires toggle and select the date and time the
schedule ends. By default, schedules never expire.
4. Inthe Repeats Every list, select the frequency of the backups for this schedule. The possible
units are months, weeks, days, hours, and minutes.
5. Inthe Enabled On section, select the day-of-week check boxes on which to run the
schedule.
6. To exclude time ranges within the defined schedule, turn on the Exclude Time Ranges
toggle. See section 4.1.4.
7. Select Save.
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4.1.2 Overriding Schedules

It is possible to override existing schedules and run backups and Scheduled Reports
immediately:
e Ad hoc backups are initiated by the ® Run ASAP command in the Policies tab. See
section 4.2.8.
e Ad hoc generation of Scheduled Reports are initiated by the ® Run Now command in
the Reports page. See section 17.9.3.

4.1.3 Scheduling and Time Zones

When you configure a N2WS server, its time zone is set. See section 2.3. In the N2WS
management application, all time values are in the time zone of the N2WS server. Schedule
times, however, may be set and executed according to a specific time zone. A policy’s Backup
Times will be according to the time zone.

Important:  Even when you are backing up instances that are in different time zones, the
backup time that is shown on the monitor and Backup Log is always according to the
N2WS server’s local time.

In the N2WS database, times are saved in UTC time zone (Greenwich). So, if, at a later stage,
you start a new N2WS server instance, configure it to a different time zone, and use the same
CPM data volume as before, it will still perform backup at the same times as before.

4.1.4 Disabled Times

While or after defining a schedule, you can set specific times when the schedule should not
start a backup or generate a Scheduled Report. For example, you want a backup or report to
run every hour, but not on Tuesdays between 01:00 PM and 3:00 PM. You can define that on
Tuesdays, between these hours, the schedule is disabled.
You can define a disabled time where the finish time is earlier than the start time. The meaning
of disabling the schedule on Monday between 17:00 and 8:00 is that it will be disabled every
Monday at 17:00 until the next day at 8:00. The meaning of disabling the schedule for All days
between 18:00 and 6:00 will be that every day the schedule will be disabled after 18:00 until
6:00.
Be careful not to create contradictions within a schedule’s definition:
e |tis possible to define a schedule that will never start backups or generate a report.
e You can define a weekly schedule which runs on Mondays, and then deselect Monday
from the week days.
e |tis also possible to create different “disabled times”, which would effectively mean
that the schedule is always disabled.

4.1.4.1 Defining Disabled Times
For each schedule, you can define as many excluded time ranges as you need.

To define disabled times:

1. In New Schedule screen, turn on the Exclude Time Ranges toggle.
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2. Inthe Day list, select a day of the week to exclude from the schedule.
3. Inthe Start Time and End Time lists, select the start and end time of the exclusion.

Hours: Minutes:
Exclude Time Ranges ‘) 3 v 00 v
05 -
+ New ®) AM
10
PM i
Day Start Time 15
20
Monday s 4 12:00 AM Apply m
25
A v  12z00am  (© 12:00 AM | 30
J.;
A v 1200aM (O 1200aM (O

4. Select Apply after each definition. To add another time range, select + New.
5. Select the check boxes of the excluded time ranges to enable, and then select Save.

4.2

Policies

Policies are the main objects defining backups. A policy defines:

What to back up
How to back it up
When to perform the backup by assigning schedules to the policy

In the new Ul for v3.0.0, policy definitions are spread among the following tabs:

Policy Details — Basic policy details: name, user, account, enabled, schedules, auto
target removal, backup generations, and description

Backup Targets — Choose and configure backup targets

More Options — Backup options, such as activate Linux backup scripts, define successful
backup, retry parameters, and number of failures to trigger alert

DR - Enable DR

Lifecycle Management (Snapshot /S3 / Glacier) — Configure Lifecycle operations,
including number of backup generations, copy to S3 and archive to Glacier.

For the cpmdata policy, the relevant tabs are Policy Details and DR.

4.2.1

Note:

Creating a New Policy

As of v2.7.0, the cpmdata policy is no longer using scripts as the default. Users can
enable application consistent scripts by selecting Application Consistent for the
cpmdata policy in the Policy Details tab.

To define a new policy:

1. Inthe left panel, select Policies and then select + New. The Policy Details tab opens.
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GEWS | N2ws Backup & Recovery (CPM) Q | marazonzaem | 5 | £F ] 4S5 | (B) | ©) domo v
Dashboard Create Policy
Backup Monitor Policy Details Backup Targets More Options R Lifecycle Management (Snapshot / 53 / Glacier)

Recovery Monitor

Name

¥ Recovery Scenario Monitor

2 Reports

b ACcounts

[#]
w
{ &
]

demo ~

Recovery Scenarios

| Enabled
Schedules

g Agents

£ 53 Repositories

*% Worker Configuration

% Resource Control Monitor

=] Resource Control Groups No v

In the Name box, type a name for the policy.

For the root/admin user, if you have created additional managed users, select the policy
owner in the User box.

If you have more than one account, in the Account list, select the account that the policy is
associated with. The account cannot be modified after the policy has been created.

Note: In order to avoid a Policy creation error, if the Account does not exist yet, click +
New to create the policy and then return to the Policy creation.

In the Auto Target Removal list, specify whether to automatically remove resources that no
longer exist. If you enable this removal, if an instance is terminated, or an EBS volume
deleted, the next backup will detect that and remove it from the policy. Choose yes and
alert if you want the backup log to include a warning about such a removal.

To use application consistent scripts as the default, in the cmpdata policy, select
Application Consistent.

Application Consistent

In the Description box, optionally type a description.

To add Backup Targets now, select the Backup Targets tab. See section 4.2.2. The policy will
be saved when you save the Backup Targets definition.

To add Backup Targets later, in the Policy Details tab, select Save. The new policy is
included in the list of policies in the Policies screen. To add Backup Targets, select the new
policy, select ¢ Edit and then select the Backup Targets tab.

4.2.2 Adding Backup Targets

Backup targets define what a policy is going to back up. You define backup targets by selecting
the Backup Targets tab of the Create Policy screen.
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Following are the types of backup targets:

e Instances — This is the most common type. You can choose as many instances as you
wish for a policy up to your license limit.

For each instance, allowed under your license, define:

e Whether to back up all its attached volumes, some, or none.

e Whether to take snapshots (default for Linux), take snapshots with one initial
AMI (default for Windows), or just create AMls.

See section 4.2.3.

e EBS Volumes — If you wish to back up volumes, not depending on the instance they are
attached to, you can choose volumes directly. This can be useful for backing up volumes
that may be detached part of the time or moved around between instances (e.g. cluster
volumes).

e RDS Databases — You can use N2WS to back up RDS databases using snapshots. There
are advantages with using the automatic backup AWS offers. However, if you need to
use snapshots to back up RDS, or if you need to back up databases in sync with
instances, this option may be useful.

e Aurora Clusters — Even though Aurora is part of the RDS service, Aurora is defined in
clusters rather than in instances. Use this type of backup target for your Aurora clusters.

e Aurora cluster storage is calculated in increments of 10 GiB with the respect to
the license. For example, if you have over 10 GiB of data but less than 20 GiB,
your data is computed as 20 GiB.

e Keep in mind that clusters can grow dynamically and may reach the storage
limits of your license. If the total storage is approaching your license limit, N2WS
will issue a warning.

e Redshift Clusters — You can use N2WS to back up Redshift clusters. Similar to RDS, there
is an automatic backup function available, but using snapshots can give an extra layer of
protection.
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e DynamoDB Tables — You can use N2WS to back up DynamoDB tables. The
recommended best practice is a backup limit of 10 DynamoDB tables per policy.

e When defining your backup targets, keep in mind that DynamoDB table storage
is calculated in increments of 10 GiB with the respect to the license. For
example, if you have over 10 GiB of data but less than 20 GiB, your data is
computed as 20 GiB.

e Tables can grow dynamically and may reach the storage limits of your license. If
the total storage is approaching your license limit, N2WS will issue a warning.

e Elastic File Systems (EFS) — You can use N2WS to back up and restore your EFS snapshot
data to AWS using AWS Backup service. Configuration options include backup vault, IAM
role, transition to cold storage, and expiration.

In the Add Backup Targets drop-down menu, select the relevant resource type. A window
containing a list of the available resources for the selected type and region opens. To expand
the window, select Expand 2 in the upper right corner. Select Expand 2 again to collapse the
window.

p & Recovery (CPM) Mar 4, 2020 2:47 P

Policies > Create Policy
Add Volumes A x
v “e I Q £ Refresh

&  VolumelD Status Capacity Type 10PS E

30 GiB
B policies
30 GiB

gp
gp
gp2
gp
gp

When adding backup targets of the resource type to the policy:

e You will see all the backup targets of the requested type that reside in the current
region, except the ones already in the policy.

e You can select targets in another region by choosing from the region drop-down list.

e If there are many targets, you have the ability to:
e Filter by typing part of a resource name in the search box and select Search Q 1o

clear a search, select x.

e Sort by a column by selecting its heading. Select it again to change the sort direction.
e Scroll between pages.

e For each backup target, the Policies column shows the policy, or number of policies, the
target is already in. Select the link to see which policies it is in.

38



2WS

Policies

vols
2 policies

VoIS

cpmdata

To add a backup target to the policy:

=

Select a region in the drop-down list. The resources in the selected region are shown.
To filter the resources in the region, enter all or part of a resource name in the Search
resources box and select Search Q..

Select the check box of the desired target resources.

Select Add Selected. The selected objects are added to the policy’s backup target list.
Repeat as many times as needed, from multiple regions if relevant.

Select Close when finished. The selected targets are listed in the Backup Targets tab.

~

ounkw

— — 25 -
a0 - 2 L
(E’Q\WS | N2ws Backup & Recovery (CPM) Q) | marazomzaoem | | | 7| 3
Dashboard Create Policy
Backup Monitor Policy Details Backup Targets More Options DR Lifecyde Management (Snapshot / 53 / Gladier)
Recovery Monitor "
= Add Backup Targets
®  Reports
Instances
b, Accounts s o
Name Instance Status Region AMI ID
Schedules 3.0-be-the-first-to-know -070b1da57859dfda4 running Us East (N. Virginia) ami-0c3a8e921693ad834
+ Agents proxy-t2-small -095b3721a8f4b1107 running US East (N. Virginia) ami-07ebfd5b3428b6fad
E. 53 Repositories
% Worker Configuration Volumes
r -
Resource Control Monitor
Resource Control Groups Name Volume ID Status Capacity Type I0PS Encrypted
2852 vol-04d907bc215a83979 Inuse 0GB gp 00 No
3.0-be-the-first-to-know vol-0a04bf742e08bfo68 in-use 0 GIB Ep. 00 No
N2ZWS - Data Volume vol-0bc2e38b2ce252eb0 in-use 5GIB gp 00 Yes

options.

7. For Instances, Volumes, and EFS targets, select ® Configure and complete the backup

8. Inthe Backup Targets screen, select Save to save the listed selections to the policy.

4.2.3

Instance Configuration
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Note: With N2WS you can now create multi-volume snapshots, which are point-in-time
snapshots for all EBS volumes attached to a single EC2 instance. After it's created, a
multi-volume snapshot behaves like any other snapshot. You can perform all
operations, such as restore, delete, and copy across Regions and Accounts. After
creating your snapshots, they appear in your EC2 console created at the exact point-
in-time.

In the case of EC2 instances, you can set options for any instance.

By default, Copy to S3 is performed incrementally. In order to ensure the correctness of your
data, you can force the copy of the full data for a single iteration to your S3 Repository. While
defining the Backup Targets for a policy with Copy to S3, select Force a single full copy to S3.

To configure an instance:

1. Select a policy, select the Backup Targets tab, and then select an instance.
2. Select ¥ Configure. The Policy Instance and Volume Configuration screen opens.

N2WS Backup &R ry (CPM) '7 Feb 25, 2020 2:10 AM ‘ A,

ashboard Policies > Create Policy

Policy Instance and Volume Configuration ax

@ Backup From: i-072a8761e37f633d0

d Root Device
Ba
Sr v
[156817¢ca ebs

v [ [ -

3. Inthe Which Volumes list, choose whether to back up all the volumes attached to this
instance, or include or exclude some of them. By default, N2WS will back up all the attached
storage of the instance, including volumes that are added over time.

4, If All Volumes was not selected, in the volumes table, clear or select the volume check
boxes.
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Policy Instance and Volume Configuration ax

Device Name Volume ID Capacity

1 of 2 volumes selected

v | [devisdf N2Ws - Data Volume vol-059b13b5867155ede 5GiB _

/dev/sdat 2.6.0b vol-043301d57c033ef65 30GiB

Backup Options

Snapshots Only v

Apply m

5. In the Backup Options list, select one of the following:
e Snapshots Only - Default for Linux-based instances

e Snapshots with Initial AMI - Take an initial AMI and then snapshots- the default for
Windows-based instances

e AMlIs Only - Just schedule AMI creation. If a reboot is required after the backup, select
Reboot. See section 4.2.3.1.

Backup Options

AMIs Only v

Reboot

6. When Copy to S3 is enabled for the policy, to have a full copy of the data copied to your S3

Repository, select Force a single full copy to S3.

Select Apply.

8. Continue to add instances from other regions, and select Close when finished with the
resource type. Control returns to the Backup Targets tab list.

9. At the bottom of the Backup Targets tab list, select Save to update the policy for all listed
targets.

~

4.2.3.1 AMI Creation

If you choose to just create AMls:
e N2WS will create AMis for that instance instead of taking direct snapshots. App-aware
backup per agent does not apply for AMI creation.
e You can choose whether to reboot the instance during AMI creation or not to reboot,
which leaves a risk of a data corruption. As opposed to AMI creation in the EC2 console,
the default in N2WS is no reboot.

Note: Try not to schedule AMI creations of an instance in one policy, while another policy
running at the same time backs up the same instance using snapshots. This will
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cause the AMI creation to fail. N2WS will overcome this issue by scheduling a retry,
which will usually succeed. However, it is recommended that you avoid such
scheduling conflicts.

4.2.3.2 Initial/Single AMI

Single or Initial AMIs are meant to be used mainly for Windows instance recovery.

o N2WS will keep a single AMI for each instance with this setting. A single AMI will contain
only the root device (boot disk).

e N2WS will rotate single AMIs from time to time. It will create a new AMI and delete the
old one. N2WS aims to optimize cost by not leaving very old snapshots in your AWS
account.

e By default, N2WS will rotate single AMIs every 90 days. That value can be configured in

in the @ Server Settings > General Settings > Cleanup tab to any number of days, or to
0, if you prefer no rotation at all.

4.2.3.3 Limitations with AMI creation:

AMls will be copied across region for DR, but they will not be copied across accounts.

Important:  If you use cross-account backup, be aware that if you need to recover the
instance at the remote account, you need to make sure you have an AMI ready in
that account.

4.2.4  More Options

To see more policy options, select the More Options tab for a policy in the Policies tab. The
options consist of:

e Activating Linux backup scripts and defining script timeout and output

e Defining backup success, retries, and failures for alerting
Backup scripts refers to those running on the N2WS server. See section 7.2.
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e Activate Linux Backup Scripts — This option is turned off by default. If you select Activate

Linux Backup Scripts, the following options appear:

e Scripts Timeout — Timeout (in seconds) to let each script run. When a backup script
runs, after the timeout period, it will be killed, and a failure will be assumed. The default
is 30 seconds.

e Collect Scripts Output — N2WS can collect the output of backup scripts to the standard
error (stderr). This may be useful for debugging. It can also be used by a script to log the
operations it is performing and write useful information. This output is captured, saved
in the N2WS database, and can be viewed from the Recovery Panel screen. To turn this
option on, choose Collect. The default option is Ignore.

Note: The output of a script is typically a few lines. However, if it gets really big (MBs),
it can affect the performance of N2WS. If it gets even larger, it can cause crashes
in N2WS processes. To avoid the risk of too much data going to stderr, redirect
the output elsewhere.

e Backup Successful when - This indicates whether a backup needs its scripts/VSS to
complete, in order to be considered a valid backup. This has a double effect:
e For retries, a successful backup will not result in a retry;
e For the automatic retention management process, a backup which is considered
successful is counted as a valid generation of data.
The possible values are:
e Success Without Any Issues — If scripts and/or VSS are defined for this policy, the
backup will be considered successful only if everything succeeds. If backup scripts or
VSS fails and all snapshots succeed, the backup is not considered successful. You can
still recover from it, but it will cause a retry (if any are defined), and the automatic
retention management process will not count it as a valid generation of data. This is
the stricter option and is also the default.
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e Snapshot Succeeded with Possible VSS or Script Failure — This is the less strict
option and can be useful if scripts or VSS fail often, which can happen in a complex
environment. Choosing this option accepts the assumption that most applications
will recover correctly even from a crash-consistent backup.

e Retry information - The last three options deal with what to do when a backup does not
succeed:

e Number of Retries — The maximal number of retries that can be run for each failed
backup. The default is three. After the retries, the backup will run again at the next
scheduled time.

e Wait Between Retries (minutes) — Determines how much time N2WS will wait after a
failure before retrying. Backup scripts and VSS may sometimes fail or timeout because
the system is busy. In this case, it makes sense to substantially extend the waiting time
until the next retry when the system may be more responsive.

e Failures to Trigger Alert — The minimum number of failures to trigger an alert.

4.2.5 Enabling Disaster Recovery

To enable Disaster Recovery for the policy, select the DR tab for a policy in the Policies tab
screen.

GEWS | N2WS Backup & Recovery (CPM) CA' | Feb 25, 2020 2:22 AM | Z | _F_:_? | "f.f:r' | I:ET) | :._El'l demo ~

Create Policy

%1 Backup Monitor Policy Details Backup Target More Options DR
% Recovery Monitor

+| Enable DR

) Recovery Scenario Monitor

®  Reports DR Frequency (backups)

L

e ACcounts

<3

Recovery Scenarios
Schedules

& Agents

£ 53 Repositories

¥ Worker Configuration
] Cross Account OR Backup Enabled

s Resource Control Monitor

=l Resource Control Groups To Account

=

Select Enable DR.

Select the DR Frequency for backups, DR Backup Timeout, and Target Regions.
3. To enable Cross Account DR Backups, select the check box, and:

a. Choose the To Account and DR Account Target Regions in the lists.

A

Note: If the DR To Account does not exist yet, click + New to create the account
and then return to the policy creation.

b. To Keep Original Snapshots, select the check box.
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4.2.6 Managing Lifecycle

The Lifecycle Management tab for a policy allows you to do the following:
e Set retention policy for snapshots.

e Backup to S3 — Enable, set copy and retention policies, and choose storage options. See
section 21.3.

e Archive to Glacier - Enable, set copy and retention policies, and choose the Storage
Class. See section 21.4.3.

Note: Archive to Glacier requires that the Backup to S3 option is enabled first.

((_D'Z\WS ‘ N2WS Backup & Recovery (CPM) Q | e — ‘ |I ‘ L.‘s | L_;GH

Dashboard Create Policy
¥, Backup Monitor Policy Details Backup Targets More Options DR Lifecycle Management (Snapshot / S3 7 Glacier)
a Recovery Monitor
&  Recovery Scenario Monitor Keep EBS snapshots for | 30 2 generation:
2  Reports
»  Accounts @D sacpioss

Store snapshots in 53 based on the following settings:
Recovery Scenarios

~
Store one backup every | 3 generations
Schedules ’ v|E

g Agents
Keep backups in 53 for at least:

£ 53 Repositories ' 12 - Months v
#%  Worker Configuration

and
. Resource Control Monitar v | 52 | generations

=] Resource Control Groups

@D +chive to Glacier

~
Move one expired 53 backup to Glacier every | 3 v Months v

4.2.7 Viewing Policy Backup Times

In the Policies tab, select a policy and then select ' Backup Times to open the Planned
Backups window, which is ordered by Time Zone. You can change the Time Period from the

default ‘Next Day’ to a number of days, weeks, or the next month.
Planned Backups

Time Zone: Indonesia - Jayapura

Tirne Period

Mext Day o
Run Tiene Schetule
Fri 0111742020 11:48 AM schi

Backup Times are relevant to the schedules of the selected policy.

4.2.8 Running an Ad Hoc Backup
An ad hoc backup will execute the selected Policy and create backups of all its targets.

Note: An ad hoc backup counts as another generation if it completes successfully.
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To run a backup immediately:

1. Inthe left panel, select the Policies tab and then select a policy in the list.

2. To start the backup, in the Policies tab, select = Run ASAP.
3. To follow the progress of the backup, select the Open Backup Monitor link in the ‘Backup
Q Backup started (Open Backup Monitor)

started’ message at the top right corner, or select
the Backup Monitor tab. To update the list, select = Refresh.

@WS | N2ws Backup & Recovery (CPM) Q | reozszmozannn | (| 3

Dashboard Backup Monitor

Backup Monitor

Recavery Monitor earch backups Q, | by resource v All Policies ~ All Accounts v All Backup Statuses v
&  Recovery Scenario Monitor —
. 20 records/page - Show: &
Y Reports
& Refresh
»  Accounts
Start Time - Finish Time Policy / Frozen Item Account Status DR Status
Policies
Feb 25, 2020 2:11 A Feb 25, 2020 2:13 AM tag-sc acc 1 Partially Success
Recovery Scenarios eb 25, 2020 2:11 AM eb 25, 2020 2:13 AM an ccount’ artially Suc ful
Schedules Feh 23, 2020 4:03 PM Feb 23, 2020 4:05 PM AK-SK-P1 ACCOUNT-IAM-USER-edited Successful
¥ Agents Feb 23, 2020 2:59 PM Feb 23, 2020 3:01 PM tag-scan account1
Feb 23, 2020 2:53 PM Feb 23, 2020 2:55PM tag-sc C 1 Success
53 Repositories eb 23, 2020 2:53 PM eb 020 2:55 PM ag-scan account @ Successful
% Worker Configuration Feb 22, 2021 Feb 22, 2020 8:25 PM 1 accounti @ Successful ® Completed
Feb 22, 2020 7: Feb 22,2020 8:15 PM p1 account1 @ Successful & Completed
Resource Control Monitor
Fab 22,2020 12:53 AM Feb 22, 2020 1:31 AM p1 accounti Success Completed
Resource Control Groups v © Successful © Complete
Feb 20, 2020 5:40 PM Feb 20, 2020 5:41 PM edShift accounti O All Snapshots Deleted
Feb 20, 2020 5:27 PM Feb 20, 2020 5:29 PM edShift account1 O All snapshots Deleted
Feb 20, 2020 5:08 PM Feb 20, 2020 5:08 PM edshift account1 O All Snapshots Deleted
-
r
c - Page 1 of2 + + Displaying 1 - 20 of 21

a. You can switch between showing backup records @ in the Freezer and backup records

¥

v not in the Freezer. In the Show area @ on the far right of the filters line:
e To show only the backup records that were moved to the Freezer, select Backup

@ once. Select Backup h\ again to show all backup records.

e To show only the backup records that were not moved to the Freezer, select Freezer
| once. Select Freezer \Q\ again to show all backup records.

4. To view or download backup details, select = Log. Select < Refresh as needed.
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¢33 Download Log £ Refresh

Time Message

02/23/2020 4:03:49 PM Backup is agentless, managed by CPM Server
02/23/2020 4:03:49 PM Starting. Fired by schedule: Immed|ate/ASAP
02/23/2020 4:03:51 PM All snapshots started successfully

snapshot of instance 251a. volume CPM Cloud Protection Manager Data (vol-0bb0d2064df7d3778)

/231, 4:05:48 PM
D200 s5es completed successfully.

02/23/2020 4:05:48 PM snapshot of instance 251a, volume 251a (vol-028b0d795b75dd68a) completed successfully.

02/23/2020 4:05:48 PM Backup Finished successfully on all volumes/databases.

5. To delete a particular snapshot in AWS or to delete all AWS snapshots after a successful run,
select = View Snapshots. Select one or more backups and then select Delete.

Regular Snapshats

& Delete All AWS Snapshots in This Backup
) Instance: I-070b1da578524dfd34, Snapshot Type: EBS. Snapshot: snap-01b2bc521fd5d2a2b, Yolume: vol-0a04b742e08bfb68, Finished at: Mar 2, 2020 12:32 AM, Succeeded?: Yes

Instance; i-070b1da57859dfd94, Snapshot Type: EBS, Snapshot: snap-01f284e3d359115e23, Volume: vol-Obc2e38b2ce252eb0, Finished at: Mar 2, 2020 12:32 AM, Succeeded?: Yes

Snapshots in 53 / Glacier

Instance: i-070b1da578594dfd94, Snapshot Type: 53 Backup Copy, Velume: vol-0a04bf742e08bfb68, Storing in $3 Status: Success, Archived Status: Not Archived, Retrieve Status: Not Retrieved

Instance: -070b1da57859dfd24, Snapshot Type: 53 Backup Copy, Volume: vol-Obc2e38b2ce252eb0, Storing in 53 Status: Success, Archived Status: Not Archived, Retrieve Status: Not Retrieved
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5 Consistent Backup

This guide explains a few key concepts to help you use N2WS correctly.

5.1 Crash-Consistent Backup

By default, snapshots taken using N2WS are Crash-consistent. When you back up an EC2
instance at a certain time, and later want to restore this instance from backup, it will start the
same as a physical machine booting after a power outage. The file system and any other
applications using EBS volumes were not prepared or even aware that a backup was taking
place, so they may have been in the middle of an operation or transaction.

Being in the middle of a transaction implies that this backup will not be consistent, but actually
this is not the case. Most modern applications that deal with important business data are built
for robustness. A modern database, be it MySQL, Oracle or SQL Server, has transaction logs.
Transaction logs are kept separately from the data itself, and you can always play the logs to
get to a specific consistent point in time. A database can start after a crash and use transaction
logs to get to the most recent consistent state. NTFS in Windows and EXT3 in Linux have
implemented journaling, which is not unlike transaction logs in databases.

5.2 Application-Consistent Backup

During application-consistent backups, any application may be informed about the backup
progress. The application can then prepare, freeze and thaw in minimal required time to
perform operations to make sure the actual data on disk is consistent before the backup starts.,
making minimal changes during backup time (backup mode) and returning to full scale
operation as soon as possible.

There is also one more function that application-consistent backups perform especially for
databases. Databases keep transaction logs which occasionally need to be deleted to recover
storage space. This operation is called log truncation. When can transaction logs be deleted
without impairing the robustness of the database? Probably after you make sure you have a
successful backup of the database. In many cases, it is up to the backup software to notify the
database it can truncate its transaction logs.

5.3 N2WS and a Point in Time

When taking snapshots, the point in time is the exact time that the snapshot started. The
content of the snapshot reflects the exact state of the disk at that point in time, regardless of
how long it took to complete the snapshot.

5.4  Summary or What Type of Backup to Choose

The type of backup to choose depends on your needs and limitations. Every approach has its
pros and cons:
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5.4.1

Pros:

5.4.2

Pros:

2WS

Crash-Consistent

Does not require writing any scripts.

Does not require installing agents in Windows Servers.

Does not affect the operation and performance of your instances and applications.
Fastest.

Does not guarantee consistent state of your applications.
Does not guarantee exact point in time across multiple volumes/disks.
No way to automatically truncate database transaction logs after backup.

Application-Consistent

Prepares the application for backup and therefore achieves a consistent state.
Can ensure one exact point in time across multiple volumes/disks.
Can truncate database transaction logs automatically.

May require writing and maintaining backup scripts.

Requires installing a N2WS Thin Backup Agent for Windows Servers.

May slightly affect the performance of your application, especially for the
freezing/flushing phase.
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6 Windows Instances Backup

From the point of view of the AWS infrastructure, there is not much difference between
backing up Linux/Unix instances or Windows instances. You can still run snapshots on EBS
volumes. However, there is one substantial difference regarding recovering instances:

e In Unix/Linux instances, you can back up system volumes (root devices), and later
launch instances based on the snapshot of the system volume. You can create an image
(AMI) based on the system volume snapshot and launch instances.

e This option is currently not available for Windows Servers. Although you can take
snapshots of the system volume of a Windows Server, you cannot create a launchable
image (AMI) from that snapshot.

Because of this limitation, N2WS needs an AMI to start a recovery of a Windows
instance. N2WS will still make sure all the volumes, including the root device (OS
volume) will be from the point-in-time of the recovered backup. By default, N2WS will
create an initial AMI when you start backing up a Windows instance. That AMI will be
used as the default when recovering this instance.

6.1 Configuring N2WS Thin Backup Agent

If crash-consistent backup is sufficient for your needs, you do not need to install any agent.
However, to use VSS or run backup scripts, you will need to install N2WS Thin Backup Agent.
The N2WS Thin Backup Agent is used for Windows instances that need to perform application
quiescence using VSS or backup scripts.

e The agent communicates with the N2WS Server using the HTTPS protocol.

e No sensitive information passes between the backup agent and the N2WS Server.
Any Windows instance in a policy can have a backup agent associated with it.

6.1.1  Associating an Agent with a Policy

After adding your Windows instance in the backup targets page (section 4.2.2), the next step is
to configure its agent by associating it with a cpmdata policy.

To associate an agent with the cpomdata policy:

1. Inthe Policies tab, select the ‘cpomdata’ policy and then select " Edit.

2. In the Policy Details tab, select Application-Consistent.

By default, VSS quiescence will be activated for this policy.

Note: In case the agent represents a Windows 2003 instance, VSS will fail every time. You
need to turn off this option and use only backup scripts. If you have a Windows 2003

instance and you do not need scripts, there is no use installing an agent, so just
perform backups without one.
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6.1.2 Downloading and Distributing the Agents Configuration

1. You can download the installation package of the agent from the Agents tab in the left
panel. Select < Download Thin Backup Agent to download a standard Windows package
(cPMAgentService.msi) to the Downloads folder.

2. After downloading the agent installation package, select[@ Server Settings and then
select Agents Configuration.
3. Enter the configuration syntax as described in Appendix B (page 222), and select Publish.

6.1.3 Installing the Agent

The agent can be installed on any Windows 2003, 2008, 2012, 2016, or 2019 instance, 32 or 64-
bit. After accepting the license agreement, the Setup screen opens.

.
5] CPM Agent - 200 Setup =

Connect Data
Connection details to the CPM Server

Please Enter the IP or address of your CPM Server:

Please Enter The Port of your CPM Server:
(=

Back ][ Next ] [ Cancel

The required fields are:
e The address of the N2WS server that is reachable from this instance.
e The default port is 443 for HTTPS communication. Change it if you are using a custom

port.
After finishing the installation, the N2WS agent will be an automatic service in your Windows

system.

Important:  After the Agent is installed and configured and a policy with target that points at
it is configured and enabled, the users must wait to see it registered in the remote
Agents screen in the N2WS. It may take a few minutes until the N2WS connects.
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6.1.4 Changing Agent Configuration

To change the configuration of the backup agent after installation, edit the backup agent
configuration file.

To change the agent configuration file:

1. Before proceeding, it is recommended that you make a copy of the cpmagent . cfg file,
which resides in the N2WS Agent installation folder.

2. If the address or port of the N2WS Server had changed, edit the agent configuration file
manually. Make the change after the equation sign.

3. After making the changes, restart the N2WS Agent Service, in the Windows Service
Manager console.

As an alternative, you could uninstall and reinstall the agent.

6.1.5 Using the Agent with an HTTP Proxy

N2WS supports configurations where the backup agent for a Windows instance can reach the
CPM server only through a proxy.

To configure the agent with an HTTP proxy:

1. See section 6.1.4 about editing cpmagent.cfg, and:

2. Add the following lines under the general section:
proxy address=<dns name or ip address of the proxy server>
proxy port=<port for the proxy (https)>
3. If your proxy server requires authentication, add the following two lines as well:
proxy user=<proxy user name>
Proxy password=<proxy password>

4. Restart the N2WS Agent service from the Windows Service Manager.

6.2  Using VSS

VSS, or Volume Shadow Copy Service, is a backup infrastructure for Windows Servers. It is
beyond the scope of this guide to explain how VSS works. You can read more at
http://technet.microsoft.com/en-us/library/cc785914%28v=WS.10%29.aspx. However, it is
important to state that VSS is the standard for Windows application quiescence, and all recent
releases of many of the major applications that run on Windows use it, including Microsoft
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Exchange, SQL Server, and SharePoint. It is also used by Windows versions of products not
developed by Microsoft, like Oracle.

N2WS supports VSS for backup on Windows Servers 2008, 2012, 2016, and 2019 only. Trying to
run VSS on other Windows OSs will always fail. VSS is turned on by default for every Windows
agent. For unsupported OSs, you will need to disable it yourself. This can be done in the
instance configuration screen, see section 6.1.1.

Any application that wishes to be backup aware has a component called VSS Writer. Every
vendor who would like to support copying the actual backup data (making shadow copies)
provides a component called a VSS Provider. The operating system comes with a System
Provider, which knows how to make shadow copies to the local volumes. Storage hardware
vendors have specialized Hardware Providers that know how to create shadow copies using
their own hardware snapshot technology. Components that initiate an actual backup are
called VSS Requestors.

When a requestor requests a shadow copy, the writers flush and freeze their applications. At
the point of time of the shadow copy, all the applications and the file systems are frozen.
They all get thawed after the copy is started (copy-on-write mechanisms keep the point in
time consistent, similar to EBS snapshots). When the backup is complete, the writers get
notified that they have a consistent backup for the point in time of the shadow copy. For
example, Microsoft Exchange automatically truncates its transaction logs when it gets
notified that a backup is complete.

6.2.1 N2WS’ Use of VSS

The N2WS Agent performs under the role of a VSS Requestor to request the VSS System
Provider to perform shadow copies. The process is:

e When N2WS initiates a backup, it requests the N2WS Backup Agent to invoke a backup
of all relevant volumes. The agent then requests the VSS System Provider to start the
shadow copy.

e VSS only creates differential copies, which means that in order for the N2WS to fully
backup each volume, a few extra MBs are needed for the backup to complete. The
amount of MBs depends on the size of the volume and the amount of data written since
last backup. Once the backup is complete, the N2WS agent will request the VSS Provider
to delete the shadow copies. The N2WS Agent will notify all relevant VSS writers that
the backup is complete, only after making sure all the EBS snapshots are completed
successfully.

You can see the process depicted below.
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AWS
CPM VSS
Infrastructure
CPM
— M scheduler —
fires a new
>backup
CPM asks VSS o create new

shadow coples on the relevant
volumes

VSS finishes to create the
shadow copies

CPM requests snapshots on the
policy’s EBS volumes

AWS confirms the snapshots
started

CPM asks VSS to delete the shadow copies (they are

already included in the EBS snapshots). This means

that from now on, the shadow copies will not take any
storage space or CONSUMe any resources.

CPM waits until the EBS
snapshots are completed

AWS confirms the snapshots
are completed

CPM notifies VSS that the backup is complete. The
VSS service notifies all the relevant writers.

6.2.2  Configuring VSS

By default, VSS is enabled when a N2WS Thin Backup Agent is associated with an instance in a
policy. In many cases, you will not need to do anything. By default, VSS will take shadow copies
of all the volumes. However, you may want to exclude some volumes. For example, since the
system volume (typically C:\) cannot be used to recover the instance in a regular scenario, you
may want to exclude it from the backup.

To make shadow copies of only some of the volumes:

1. Inthe Instance and Volume configuration screen, change the value of Volumes for shadow
copies.
2. Type drive letters followed by a colon, and separate volumes with a comma, e.g. D:, E:, F..

6.2.3 Excluding and Verifying VSS Writers

Writer exclusions and inclusions are configured using a text file, not the Ul.
You may wish to exclude VSS Writers from the backup process in cases where the writer is:
e Failing the backup.

54



2WS

e Consuming too many resources.
e Not essential for the backup’s consistency.

To exclude VSS writers:

In the subfolder scripts under the installation folder of the Thin Backup Agent (on the
backed-up instance), create a text file named vss_exclude writers <policy
name>. txt. with the following structure:

e Each line will contain a writer ID (including the curly braces)

e If you write in one of the lines al1, all writers will be excluded. This can be handy

sometimes for testing purposes.

In some cases, you want to make sure that certain writers are included (verified) in the shadow
copy, and if not, fail the operation.

To verify writers:

In the subfolder scripts under the installation folder of the Thin Backup Agent (on the
backed-up instance), create a text file named vss _verify writers <policy name>.txt
with the following structure:

e Each line will contain a writer ID (including the curly braces).

e allisnotan option.

An example for a line in either of the files is:
{4dc3bdd4-ab48-4d07-adb0-3bee2926£d7f}

6.2.4 Troubleshooting VSS Issues

When a VSS-enabled policy runs, you will see its record in the backup monitor tab of N2WS's
main screen.

e [fit finished with no issues, the status of the record will be Backup Successful.

e If there were issues with VSS, the status will be Backup Partially Successful.

To troubleshoot:

e Toview the errors that VSS encountered, look in the backup log.

e To view the output of the exact VSS error, select ¢ Recover.

e Toview the VSS Disk Shadow log, select its link in the recovery panel. There is a link for
each of the agents in the policy, with the instance ID stated.

e |n most cases, VSS will work out of the box with no issues. There can be a failure from
time to time in stressed system conditions.

e If the writers do not answer to the freeze request fast enough, the process times out
and fails. Often, the retry will succeed.

e When VSS is constantly failing, it is usually a result of problems with one of the writers.
This could be due to some misconfiguration in your Windows system.

e In most cases the problem is out of the scope of N2WS. The best way to debug such an
issue is to test VSS independently. You can run the Diskshadow utility from a command
line window and use it to try and create a shadow copy. Any issue you have with VSS
using N2WS should also occur here.

e To learn how to use the Diskshadow utility, see: https://docs.microsoft.com/en-
us/windows-server/administration/windows-commands/diskshadow
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e You may see failures in backup because VSS times out or is having issues. You will see
that the backup has status Backup Partially Successful. Most times you will not notice it
since N2WS will retry the backup and the retry will succeed.

e If the problem repeats frequently, check that your Windows Server is working properly.
You can check the application log in Window’s Event Log. If you see VSS errors reported
frequently, contact N2W Software support.

6.2.5 VSSRecovery

Recovering instances using N2WS is covered in section 10. When recovering a Windows Server
that was backed up with VSS, you need to revert back to the shadow copies in the recovery
volumes to get the consistent state of the data.

To revert back to shadow copies after VSS recovery:

Connect to the newly recovered instance.

Stop the services of your application, e.g. SQL Server, Exchange, SharePoint, etc.

Open an administrator command line console and type diskshadow.

In the recovery panel screen, select the VSS DiskShadow Data link to find the IDs of the

shadow copies made for the required backup.

5. Type revert {shadow id} for each of the volumes you are recovering, except for the
system volume (C: drive). After finishing, the volumes are in a consistent state.

6. Turn the services on and resume work.

If you wish to recover a system disk, it cannot be reverted to the shadow copy using this

method. The system volume should not contain actual application data as itis not a

recommended configuration, and, therefore, you should be able to skip this revert operation.

However, you can expose the system disk from the shadow and inspect its contents.

b A .

To expose the system disk from the shadow:

1. Inthe Diskshadow utility, type: expose {shadow id} volletter:

2. After finishing, remember to unexpose the disk.

3. To avoid unnecessary resource consumption, delete the shadow: (delete shadow
{shadow id}).

Reverting to a shadow copy for a system volume

If you have a strict requirement to recover the consistent shadow copy for the system volume

as well, do the following:

1. Before reverting for other volumes, stop the instance; wait until it is in stopped state.

2. Using the AWS Console, detach the EBS volume of the C: drive from the instance and attach
it to another Windows instance as an “additional disk”.

3. Using the Windows Disk Management utility, make sure the disk is online and exposed with
a drive letter.

4, Go back to the process in the previous section (VSS Recovery), and revert to the snapshot of
drive C which will now have a different drive letter. Since it is no longer a system volume, it
is possible to do so.
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5. Detach the volume from the second Windows instance, reattach to the original instance
using the original device, which is typically /dev/sdal, and turn the recovered instance
back on.

Note:

Shadow copy data is stored by default in the volume that is being shadowed.
However, in some cases it is stored on another volume. In order for you to be able
to recover, you need to make sure you also have the volume the shadow copy is on
included in the backup and the recovery operation.

Important:  If you revert a volume that contains another volume’s shadow data, the

6.3

reversion will take the volume to a state where it no longer contains the second
volume’s backup data, as the second volume would need to be reverted before the
first volume can be reverted. If you accidentally restore the shadow copies in the
wrong order, just delete the recovered instance and its data volumes and begin the
recovery operation again from N2WS, taking care to revert the shadow copies in the
correct order.

Using Backup Scripts on Windows

Besides VSS, there is also the option to run backup scripts to achieve backup consistency. It is
also possible to add backup scripts in addition to VSS.

You enable backup scripts in the Instance and Volume Configuration screen of the
instance in the policy.
As opposed to Linux, Windows backup scripts run directly on the agent. All the scripts
are located in the subfolder scripts under the installation folder of N2WS Thin Backup
Agent.
If the N2WS user that owns the policy is not the root user, the scripts will be under
another subfolder with the user name (e.g. ..\scripts\cpm userl).
All scripts are named with a prefix plus the name of the policy.
There are 3 types of events. If scripts are used, a script must be provided for each of
these events. If all of the scripts are not defined, N2WS will treat the missing script as a
failing script.

e Before the VSS backup - BEFORE_<policy name>.<ext>

e After the VSS backup started - AFTER_<policy name>.<ext>

e After the VSS backup has completed - COMPLETE_<policy name>.<ext>
Scripts can have any extension as long as they are executable. They can be batch scripts,
VBS scripts, Power Shell, or even binary executables. However, N2WS cannot run
PowerShell scripts directly as Windows scripts.
Scripts are launched by N2WS Thin Backup Agent, so their process is owned by the user
that runs the agent service. By default, this is the local system account. However, if you
need to run it under a different user you can use the service manager to change the
logged-on user to a different one. For example, you might want to run it with a user
who has administrative rights in a domain.
All scripts must be set with exit code 0.
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6.3.1 Before Script

The before <policy name>.<ext> runs before backup begins. Typically, this script is used
to move applications to backup mode. The before script leaves the system in a frozen state.
This state will stay for a very short while, until the snapshots of the policy start, which is when
the after script is started.

6.3.2  After Script

The after <policy name>.<ext> script runs after all the snapshots of the policy start. It
runs shortly after the before script, generally less than 2-3 seconds. This script releases
anything that may have been frozen or locked by the before script.

This script accepts the success status of the before script. If the before script succeeded, the
argument will be 1. If it failed, crashed, or timed out, the argument will be 0.

Note: This is the opposite of the exit status. Think of it as an argument that is true when
the before script succeeded.

6.3.3 Complete Script

The complete <policy name>.<ext> script runs after all snapshots are completed. Usually
the script runs quickly since snapshots are incremental. This script can perform clean-up after
the backup is complete and is typically used for transaction log truncation.

The script accepts one argument. If the entire backup was successful and all the previous scripts
were successful, it will be 1. If any issues or failures happened, it will be 0. If this argument is 1,
truncate logs.

Important: When you enable backup scripts, N2WS assumes you implemented all three
scripts. Any missing script will be interpreted as an error and be reflected in the
backup status. Sometimes the “complete” script is often not needed. In this case,
write a script that just exits with the code 0, and the policy will not experience
errors.

6.3.4  Capturing the Output of Backup Scripts

You can have the output of backup scripts collected and saved in the N2WS Server. See section
4.2.4.
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7 Linux/Unix Instances Backup

Making application-consistent backup of Linux instances does not require any agent
installation. Since the N2WS server is Linux based, backup scripts will run on it. Typically, such a
script would use SSH to connect to the backed-up instance and perform application quiescence.
However, this can also be accomplished using custom client software.

There is no parallel to VSS in Linux, so the only method available is by running backup scripts.

7.1 Connecting to the N2WS Server

In order to create, test, and install backup scripts, you will need to connect to the N2WS server
using SSH with cpmuser. The only way to authenticate cpmuser is by using the private key
from the key pair you used when you launched the N2WS server instance. As long as your key is
not compromised, no unauthorized person will be able to connect to the N2WS server.

With cpmuser, you will be able to copy (using secure copy), create, and test your scripts.
cpmuser is the same user N2WS will use to run the scripts. If you need to edit your scripts on
the N2WS Server, you can use the Vim or nano editors. Nano is simpler to use.

7.2 Backup scripts

Backup scripts should be placed in the path /cpmdata/scripts. If the policy belongs to a
N2WS user other than the root user, scripts will be located in a subfolder named like the user
(e.g. /cpmdata/scripts/cpm userl). This path resides on the CPM data volume, and will
remain there even if you terminate the N2WS server instance and wish to launch a new one.
Backup scripts will remain on the data volume, together with all other configuration data. As
cpmuser, you have read, write, and execute permissions in this folder.
e All scripts should exit with the code 0 when they succeed and 1 (or another non-zero
code) when they fail.
e All scripts have a base name (detailed for each script in the coming sections) and may
have any addition after the base name. The delimiter between the base part of the

name and the file extension is a period (.). For example:
before policyl.v1ll.5.bash

where ‘before policyl’isthe base name, ‘v11.5’ isthe optional additional
part of the name, and ‘bash’ is the file extension.
e Scripts can be written in any programming language: shell scripts, Perl, Python, or even
binary executables.
e You only have to make sure the scripts can be executed and have the correct
permissions.

Warning: Having more than one script with the same base name can result in unexpected
behavior. N2WS does not guarantee which script it will run, and even to run the
same script every backup.

There are three scripts for each policy:
e Before
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o After
e Complete

7.2.1  Before Script

The before <policy name>[.optional addition].<ext> scriptruns before backup
begins. Typically, this script is used to move applications to backup mode. The before script
typically leaves the system in a frozen state for a short time until the snapshots of the policy are
fired. One option is to issue a freeze command to a file system like xfs.

7.2.2  After Script

The after <policy name>[.optional addition].<ext> scriptruns after all the
snapshots of the policy fire. It runs within a few seconds after the before script. This script
releases anything that may have been frozen or locked by the before script. This script accepts
the success status of the before script. If the before script succeeded, the argument will be 1. If
it failed, crashed, or timed out, the argument will be 0.

Note: This is the opposite of the exit status. Think of this as an argument that is true when
the before script succeeds.

7.2.3 Complete Script

The complete <policy name>[.optional addition].<ext> scriptruns after all
snapshots are completed. Usually, it runs quickly since snapshots are incremental. This script
can perform clean-up after the backup is complete and is typically used for transaction logs
truncation. The script accepts one argument. If the entire backup was successful and all the
previous scripts were successful, it will be 1. If any issues or failures happened, it will be 0. If
this argument is 1, truncate logs.

7.2.4  Capturing the Output of Backup Scripts

You can have the output of backup scripts collected and saved in the N2WS Server, see section
4.2.4.

7.2.5 Troubleshooting and Debugging Backup Scripts

You can use the output collected by N2WS to debug backup scripts. However, the
recommended way is to run them independently of N2WS, on the N2WS Server machine using
SSH. You can then view their outputs and fix what is needed. Once the scripts work correctly,
you can start using them with N2WS. Assuming these scripts are using SSH, during the first
execution you will need to approve the SSH key by answering yes at the command line prompt.
If you terminate your N2WS Server and start a new one, you will need to run the scripts again
from the command line and approve the SSH key.

7.2.6  Example Backup Scripts

Following is an example of a set of backup scripts that use SSH to connect to another instance
and freeze a MySQL Database:
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e The before script will flush and freeze the database.
e The after script will release it.
e The complete script will truncate binary logs older than the backup.

Note: These scripts are presented as an example without warranties. Test and make sure
scripts work in your environment as expected before using them in your production
environment.

The scripts are written in bash:
before MyPolicy.bash

#!/bin/bash

ssh -1 /cpmdata/scripts/mysshkey.pem sshuser@ec2-host name.compute-
l.amazonaws.com "mysgl -u root -p<MySQL root password> -e 'flush tables
with read lock; flush logs;'"

if [ $? -gt 0 ]; then
echo "Failed running mysqgl freeze" 1>&2
exit 1

else
echo "mysqgl freeze succeeded" 1>&2

fi

This script connects to another instance using SSH, and then runs a MySQL command. Another
approach would be to use a MySQL client on the N2WS Server, and then the SSH connection
will not be necessary.

After that script is executed, the N2WS server will start the snapshots, and then call the next

script:
after MyPolicy.bash

#!/bin/bash
if [ $1 -eq 0 ]; then

echo "There was an issue running first script" 1>&2
fi

ssh -i /cpmdata/scripts/mysshkey.pem sshuser@ec2-host name.compute-
l.amazonaws.com "date +'%F $H:3%M:%S' > sqgl backup time; mysqgl -u root
-p<MySQL root password> —-e 'unlock tables;'"

if [ $? -gt 0 1; then
echo "Failed running mysqgl unfreeze" 1>&2
exit 1

else
echo "mysgl unfreeze succeeded" 1>&2

fi

This script checks the status in the first argument and then does two things:
e First, it saves an exact timestamp of the of the current backup of the frozen database to
a file,
e Then, it releases the lock on the MySQL table.

61



2WS

After that, when all snapshots succeed, N2WS runs the complete script:
complete_ MyPolicy.bash

#!/bin/bash
if [ $1 -eq 1 ]; then

cat /cpmdata/scripts/complete sgl inner |ssh -i
/cpmdata/scripts/mysshkey.pem sshuser@ec2-host name.compute-
l.amazonaws.com "cat > /tmp/complete ssh; chmod 755 /tmp/complete ssh;
/tmp/complete ssh"

if [ $? -gt 0 ]1; then
echo "Failed running mysqgl truncate logs" 1>&2
exit 1
else
echo "mysqgl truncate logs succeeded" 1>&2
fi
else
echo "There was an issue during backup - not truncating logs"™ 1>&2

fi

It calls an inner script, complete sql inner:
butime="<sgl backup time’

mysgl -u root -p<MySQL root password> —-e 'PURGE BINARY LOGS BEFORE
mwa "$butime" T

These two scripts purge the binary logs only if the complete script receives 1 as the argument.
They purge logs earlier than the time in the timestamp files.

7.2.7  Scripts and SSH Access in a Multi-user Environment

If your N2WS configuration requires multiple users, which are separated from each other, you
may wish to allow users to access N2WS using SSH to create and debug backup scripts:
e Create additional Linux users in the N2WS instance and allowing each user access to
their own scripts folder only.
e cpmuser Will need to be able to access and execute the scripts of all users. This can be
achieved by assigning the user cpmuser as the group of all user subfolders and scripts.
Then, if given executable permissions for the group, comuser will be able to access and
execute all scripts.
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8 Using Elastic File System (EFS) with N2WS

Configuring EFS on N2WS allows you to determine backup:

e Schedule and frequency

e Retention

e Lifecycle policy, including moving backups to cold storage, defining expiration options,

and deleting them at end of life.

With AWS Backup, you pay only for the amount of backup storage you use and the amount of
backup data you restore in the month. There is no minimum fee and there are no set-up
charges.

Important:  EFS Backup and Restore is performed by AWS Backup Service.

When adding an EFS target for the first time in a region, you must create the default
backup vault in AWS. Go to the AWS Backup console and choose Backup vaults.

For more information regarding the AWS Backup Service, refer to
https://docs.aws.amazon.com/efs/latest/ug/awsbackup.html

Notes: Before continuing, consider the following:
e Currently, AWS Backup service doesn’t support cross-account DR for EFS
resources.
e Check AWS for regions that are available for EFS backup on the AWS Backup
service.

e AWS Backup is not available for EFS in the following regions: Asia Pacific (Hong
Kong), Europe (Stockholm), South America (Sao Paulo), and Middle East
(Bahrain).

e Backup transitions and expirations are performed automatically according to
the configured lifecycle.

o A default or custom IAM role must exist in AWS to create and manage backups
on behalf of N2WS. The IAM identity contains the backup and restore policies
allowing operations on EFS. If a default was not automatically created, or you
prefer to use a custom IAM role, see section 8.2.

8.1 Configuring EFS

1. Inthe AWS Console, create the EFS in one of the available regions listed in section 8.

2. In N2WS, in the Backup Targets tab of a Policy, select Elastic File Systems in the Add
Backup Targets menu.

3. Inthe Add Elastic File System screen list, select one or more EFS targets and then select
Add Selected.

4. Inthe Backup Targets tab, select an EFS target and then select ¥ Configure.

Configure the EFS backup and restore options and select Apply.

b
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e Backup Vault — A logical backup container for your recovery points (your EFS snapshots)
that allows you to organize your backups.

Note: Default Backup vaults are created in AWS: AWS Backup > Backup vaults.

e |AM Role — An IAM identity that has specific permissions for all supported AWS backup
services. The following AWS backup permissions should be attached to your IAM role:
e AWSBackupServiceRolePolicyForBackup - Create backups on your behalf across
AWS services.
e AWSBackupServiceRolePolicyForRestores - Perform restores on your behalf across
AWS services.
If a default IAM role was not automatically created by AWS, or you require a custom
IAM role, see section 8.2. Selecting the preferred IAM role is only required during the
EFS policy configuration.
e Transition to cold storage— Select the transition lifecycle of a recovery point (your EFS
snapshots). The default is Never.
e Expire — When does a protected resource expire. The default is Policy Generations.

Note: Moving a backup to the Freezer will set Expire to Never.

6. When finished, select Apply.
7. Select Save in the Backup Targets screen to save to the configuration to the policy.

8.2 Creating IAM Roles in AWS

A default or custom IAM role is necessary for AWS to perform EFS operations on behalf of
N2WS.

To create a default IAM Role:

1. Go tothe AWS Backup Service:

https://us-east-1.console.aws.amazon.com/backup/

Select Create an on-demand backup.

For Resource type, select EBS.

For Volume ID, select any EBS volume to backup.

Select Default IAM Role.

Select Create on-demand backup. Ignore the error provided by AWS.

ounkwN
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7. Verify that the following role was created on AWS IAM Service:

J‘_YS Services ~ Resource Groups ~ - 83 Glacier

RVER
Q
Role name = Description

Roles

To create a custom IAM Role:

1. Go to AWS IAM Service:

https://console.aws.amazon.com/iam/homett/roles
Select Create role.

Select AWS Backup and then select Next: Permissions.
Search for BackupService.

Select the following AWS managed policies:

kW

AWSBackupServiceRolePolicyForBackup

AWSBackupServiceRolePolicyForRestores
6. Select Next: Tags and then select Next: Review.
7. Enter a Role name and select Create role.

Services Resource Groups

“
Summary
Role ARN
Role description
Instance Profile ARNs (2]
Roles
Path
Creation time

Maximum CLVAPI session duration

Permissions Trust relationships Tags (1) Access Advisor Revoke sessions

« Permissions policies (2 policies applied)

Amach policies

Policy name « Policy type «

8.3 Backup Options for EFS Instances

EFS can be configured by creating the cpm backup tag with the following options. In this case,
N2WS will override the EFS configuration with the tag values:

Key Value
vault Vault. Example: Default
role_arn ARN of role. Example: arn:aws:iam::040885004714:role/service-
role/AWSBackupDefaultServiceRole
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Key Value
cold_opt Lifecycle transition:
N — Never M — Months
D — Days Y - Years
W — Weeks
cold_opt_val Integer for D, W, M, Y only
exp_opt When does resource expire:
P — Policy Generations W- Weeks
N — Never M — Months
D — Days Y - Years
exp_opt_val Integer for D, W, M, Y only
Example:

cpm backup my policyt+vault=Default+exp opt=D+exp opt val=l
CPM will backup EFS to the default vault, and set its expiration date to 1 day.

Note: The max length for the cpm backup value is limited to 256 characters.
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Additional Backup Topics

N2WS in a VPC Environment

The N2WS Server runs in a VPC, except in old environments utilizing EC2 Classic. For N2WS to
work correctly, it will need outbound connectivity to the Internet. To use AWS endpoints, see
AWS Regions and Endpoints.

9.2

You will need to provide such connectivity using one of the following methods:

e Attaching an elastic IP,

e Using a dynamic public IP, which is not recommended unless there is a dynamic

DNS in place,

e Enabling a NAT configuration, or

e Using a proxy
You will need to access it using HTTPS to manage it and possibly SSH as well, so some
inward access will need to be enabled.
If you will run Linux backup scripts on it, it will also need network access to the backed-
up instances.
If N2WS backup agents will need to connect, they will need access to it (HTTPS) as well.
If backup scripts are enabled for a Linux backed-up instance, it will need to be able to
get an inbound connection from the N2WS Server.
If a Thin Backup Agent is used in a Windows backed-up instance, the agent will need
outbound connectivity to the N2WS Server.

Backup when an Instance is Stopped

N2WS continues to back up instances even if they are stopped. This may have important
implications:

Note:

If the policy has backup scripts and they try to connect to the instance, they will fail, and
the backup will have Backup Partially Successful status.

If the policy has no backup scripts and VSS is not configured, or if the policy’s options
indicate that Backup Partially Successful is considered successful (section 4.2.2), backup
can continue running, and automatic retention will delete older backups. Every new
backup will be considered a valid backup generation.

Snapshots will soon take no storage space since there will be no changes in the volumes,
and EBS snapshots are incremental.

Assuming the instance was shut down in an orderly manner and did not crash, backups
will be consistent by definition.

It is recommended that if you are aware of an instance that will be stopped for a
while, you disable the policy by selecting its name and changing status to disabled.

Another way to proceed is to make sure the policy is not entirely successful when the instance
is stopped by using backup scripts, and to keep the default stricter option that treats script
failure as a policy failure. This will make sure that the older generations of the policy, before it
was stopped, will not be deleted.

67


https://docs.aws.amazon.com/general/latest/gr/rande.html

2WS

Important:  If you disable a policy, you need to be aware that this policy will not perform

9.3

backup until it is enabled again. If you disable it when an instance is stopped, make
sure you enable it again when you need the backup to resume.

The Freezer

Backups belonging to a policy eventually get deleted. Every policy has its number of
generations, and the retention management process automatically deletes older backups.

To keep a backup indefinitely and make sure it is not deleted, move it to the Freezer. There can
be several reasons to freeze a backup:

An important backup of an instance you already recovered from so you will be able to
recover the same instance again if needed.

A backup of interest, such as the first backup after a major change in the system or after
an important update.

You want to delete a policy and only keep one or two backups for future needs.
Elements in the freezer will not be deleted by the automatic Cleanup process.

To move a backup to the Freezer:

Note:

Once a backup is moved to the freezer, you will not be able to move it back.

In the left panel, select the Backup Monitor tab.

2. Select the backup and then select ** Move to Freezer.
3. Type a unique name and an optional description for identification and as keywords for
searching and filtering later.

After a backup is in the Freezer:

Frozen backups are identified by the frozen icon ;%5 in the Lifecycle Status column of
the Backup Monitor tab.

It will only be deleted if you do so explicitly. Use I Delete Frozen Item.

It will still remain even if you delete the whole policy, frozen backups from the policy
will still remain.

It is recovered the same way as from a regular backup.

You can search and filter frozen backups using as keywords the name or description. To
change the name or description, select ¢ Edit Frozen Item.

While in the Backup Monitor, you can switch between showing backup records @ in the

Freezer and backup records not in the Freezer. In the Show area IEI on the far right
of the filters line:

To show only the backup records that were moved to the Freezer, select Backup @

once. Select Backup \ﬁ\ again to show all backup records.
To show only the backup records that were not moved to the Freezer, select Freezer

once. Select Freezer \:\ again to show all backup records.
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9.4 Running Automatic Cleanup

Automatic Cleanup allows you to manage the frequency of the cleanup process and the:
e Number of days to keep backup record, even if the backup is deleted.
e Number of days after which to rotate single AMls.

Note: Keeping backups for long periods of time can cause the N2WS database to grow and
therefore affect the size you need to allocate for the CPM data volume. N2W
Software estimates that every GiB will accommodate the backup of 10 instances.
N2W Software estimates that 10 instances are correct when every record is kept for
around 30 days. If you want to keep records for 90 days, triple the estimate, i.e. for
10 instances make the estimate 3 GiB, for 20 make the estimate 6 GiB, etc.

To manage the number of generations saved:

1. Inthe toolbar, select @ Server Settings.

In the General Settings tab, select Cleanup.

3. Inthe Cleanup Interval list, select the number of hours between cleanup runs. Select
Cleanup Now to start a cleanup immediately.

4, In each list, select the number of days to:

e Rotate Single AMlIs

e Keep Deleted Records

o Keep User Audit logs

e Keep Resource Control Records

L

Note: The number of days is counted since the backup was created and not deleted. If
you want to make sure every backup record is saved for 90 days after creation,
even if it was already deleted, select 90.

Clear Explore Sessions (1) .
), you can select Clear Explore Sessions

If Explore sessions are running (
to terminate all sessions.
The S3 Cleanup runs independently according to the retention period configured for the policy

in the backup copy settings. See section 21.1.

9.5 Backing up Independent Volumes

Backing up independent volumes in a policy is performed regardless of the volumes attachment
state. A volume can be attached to any instance or not attached at all, and the policy will still
back it up. Backup scripts can determine which instance is the active node of a cluster and
perform application quiescence through it.

9.6 Excluding Volumes from Backup

Note: If you enable the Exclude volumes option in the Tag Scan tab of the General
Settings:
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e The Exclude volumes option overrides the exclusion of volumes performed
through the UI.

e Tagged instances are not included in the Exclude volumes option and are
excluded from backup only when tagged with ‘#exclude’ for the policy.

Following are the ways to exclude volumes from backup:
e Enabling the Exclude volumes option in General Settings:

e Inthe toolbar, select Server Settings > General Settings.
¢ Inthe Tag Scan tab, select Exclude volumes and then select Scan Now.

Gé\vvs ‘ N2WS Backup & Recovery (CPM) Q | Feb 24, 2020 11:59 PM ‘ : | [B ‘ {C\;} ] @ | @demov

@ Exit Server Settings General Settings

4 Users

&, identity Provider

! Account Registration v| Scan Resources
Patches

£/ Agents Configuration - *| hours

Activation Key Update

e Excluding a volume from a policy configuration in the Ul. See section 4.2.3
e Disabling a scheduled backup time. See section 4.1.4.
e Using an ‘#exclude’ tag for the policy. See section 14.1.6.

9.7 Regions Disabled by Default

In order to perform certain actions on Asia Pacific (Hong Kong) and Middle East (Bahrain) AWS
regions, managing Session Token Services (STS) is required, as Session Tokens from the global
endpoint (https://sts.amazonaws.com) are only valid in AWS Regions that are enabled by
default.

For AWS Regions not enabled by default, users have to configure their AWS Account settings.

To configure AWS Account settings to enable Session Tokens for all regions:

5. Go to your AWS console and sign in:

https://console.aws.amazon.com/iam

In the navigation pane, select Account settings.

In the ‘Security Token Service (STS)’ section, select Change Global endpoint.

8. Inthe Change region compatibility of session tokens for global endpoint dialog box, select
Valid in all AWS Regions.

No

Note: Session tokens that are valid in all AWS regions are larger. If you store session
tokens, these larger tokens might affect your system.

For more information on how to manage your STS, see
https://docs.aws.amazon.com/IAM/latest/UserGuide/id credentials temp enable-

regions.html
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10 Performing Recovery

N2WS offers several options for data recovery. Since all N2WS backup is based on AWS's
snapshot technology, N2WS can offer rapid recovery of instances, volumes, and databases. In
the Backup Monitor, when you select ©** Recover for a certain backup, you are directed to the
Backup Monitor Recover screen. You can Search by Resource using the resource ID or name.

Note: You can also use the toolbar search box to quickly find backups for recovery. Enter
the target resource’s AWS ID or name in the search box and select the search Q
icon.

For backups with multiple resource types as targets, the Recover screen will have a separate
tab for each type. Select a backup. The Recover screen opens.

GEWS | N2ws Backup & Recovery (CPM) Q | marazozzsen | 0] | (B | 53 | B) | (Q) demo

Dashboard Recover

Search by Resource Restore From

Recovery Monitor ce ID or nam Q Original Account (Account2_BK) ~

¥  Recovery Scenario Monitor

%  Reports
Instances
»  Accounts " Recaver Volumes Only 8 Explore

Policies
~ Name D Region Image ID Root Device Platform

Recovery Scenarios

schedules 10f 1 Instances selected

I— v 3.0-be-the-first-to-know 1-070b1da57859dfdg4 us-gast-1 ami-0c3a8e921693ad834 /devisdat Unix / Linux

", 53 Repositories

s Worker Configuration

Resource Control Monitor

=] Resource Control Groups

Depending on the specifics of the backup, the recover screen includes:
e A search box for locating a resource by ID or name.
e Tabs for recovering the backed-up instances, independent volumes, databases, etc.
e Outputs of any backup scripts and VSS if it exists. These reference outputs may be
important during a recovery operation.
e [f this backup includes DR to another region, there will be a Restore to Region drop-
down menu to choose in which region to perform the recovery.
e If you have cross-account functionality enabled for your N2WS license, there are two
other drop-down menus:
e Restore to Account list where you can choose to restore the resources to another account.
e |f you defined cross-account DR for this policy, you will have the Restore from Account list
for choosing from which account to perform recovery.
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Note: All the choices about regions and accounts you make in the recover screen apply to
all the recovery operations that you initiate from this screen.

Choose the backups to recover and then select the Recover resource type button.

G:\' N2WS Rarkiin & Rernverv (CPA)
< Volume Recovery from Instance i-070b1da57859dfd94

Zone Original Volume ID ‘Capadity (GIB) Type 10PS Encrypted Device Preserve Tags Attach tc
Rec] 1 of 2 Volumes selected

v us-east-1a v | vol-0a04bf742e08bfb68... 30 : General Purpose SSD v No Idev/sdat v Don't#

<>

Recommendation: N2W Software strongly recommends that you perform recovery drills
occasionally to make sure your recovery scenarios work. It is not recommended to
try it for the first time when your servers are down. Each policy on the policy screen
shows the last time recovery was performed on it. Use the last recovery time data to
track recovery drills.

10.1 Recovery AWS credentials

All recovery screens have a drop-down list at the bottom labelled AWS Credentials. By default,
the account AWS credentials used for backup will be used for recovery operations also.
Depending on the backup, you can select Provide Alternate AWS Credentials and fill in
different credentials for recovery. This can be useful if you want to use IAM-created backup
credentials that do not have permissions for recovery. See section 16.3. When using custom
credentials, N2WS verifies that these credentials actually belong to the recovery account.

To use custom credentials:

1. Select Provide Alternate AWS Credentials in the list. The custom credential boxes appear.
2. Inthe AWS Access Key box, enter your access key.
3. Inthe AWS Secret Key box, enter your secret key.

10.2 Instance Recovery

With Instance recovery, you can recover a complete instance with its data for purposes, such
as:
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An instance crashed or is corrupted and you need to create a new one
Creating an instance in a different AZ
Creating an instance in a different region. See section 11.5.1.
e Creating an instance from a frozen image
When you recover an instance, by default, you recover it with its configuration, tags, and data,
as they were at the time of the backup. However, you can change these elements:

e |nstance type

e Placement

e Architecture

e User data, etc.

You can also choose how to recover the system itself:

e For Linux EBS-based instances: if you have a snapshot of the boot device, you will, by
default, use this snapshot to create the boot device of the new instance. You can,
however, choose to create the new instance from its original image or a different one.

e Forinstance-store-based: you will only have the image option. This means you cannot
use the snapshot of the instance’s root device to launch a new instance.

e For EBS-based Windows Servers: there is a limitation in AWS, prohibiting launching a
new instance from a snapshot, as opposed to from an AMI.

N2WS knows how to overcome this limitation. You can recover an instance from a
snapshot, but you also need an AMI for the recovery process. By default, N2WS will
create an initial AMI for any Windows instance it backs up and use that AMI for the
recovery process. Usually, you do not need to change anything to recover a Windows
instance.

e Your data EBS volumes will be recovered by default to create a similar instance as the
source. However, you can choose:

e To recover some or none of the volumes.

e To enlarge volume capacity, change their device name, or IOPS value.

e To preserve tags related to the instance and/or data volumes, or not.

The instance recovery screen has tabs for Basic Options, Volumes, and Advanced Options.
At the bottom of each screen, there is an option to change AWS Credentials.

10.2.1 Basic Options

The Basic Options tab is divided into the general section and the Networking section:
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. AMI Assistant — Select to view the details of the AMI used to launch your instance and

find similar AMls.

Launch From — Whether to launch the boot device (Image) from an existing image or a

snapshot. The Snapshot option is available only if this is an EBS-based instance, and a

snapshot of the boot device is available in this backup.

AMI Handling — This option is relevant only if Launch From is set to snapshot.

Image ID — This is only relevant if Launch From is set to image or if you are recovering a

Windows instance. By default, this will contain the initial AMI that N2WS created, or if it

does not exist, the original AMI ID from which the backed-up instance was launched. You

can type or paste a different AMI ID here, but you cannot search AMIs from within N2WS.

You can search for it with the AWS Management Console.

If this instance is launched from a snapshot, a new AMI image will be registered and defined

as follows:

e De-Register after Recovery — This is the default. The image will only be used for this
recovery operation and will be automatically de-registered at the end. This option will
not leave any images behind after the recovery is complete.

e Leave Registered after Recovery — The new created image will be left after recovery.
This option is useful if you want to hold on to this image to create future instances. The
snapshots the image is based on will not be deleted by the automatic retention process.
However, if you want to keep this image and use it in the future, move the whole
backup to the Freezer. See section 9.3.

e Create AMI without Recovery — This option creates and keeps the image but does not
launch an instance from it. This is useful if you want to launch the instance/s from
outside N2WS. If you wish to keep using this image, move the backup to the Freezer.

Instance Type — Choose the instance type of the new instance/s. The instance type of the

backed-up instance is the default.
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e If you choose an instance type that is incompatible with the image or placement
method, the recovery operation will fail.

Note: Since not all instance types are available in all AWS regions, recovery of an
unsupported instance type in a certain region might fail. Where the instance
type is not yet supported by AWS, we recommend that you configure a
supported instance type.

¢ Instance Profile ARN — The ARN of the instance role (IAM Role) for the instance. To find the
ARN, select the Role name in IAM Management Console and then select the Summary tab.
The default will be the instance role of the backed-up instance if it had one.

e Instances to Launch — Specifies how many instances to launch from the image. The default
is one, which is the sensible choice for production servers. However, in a clustered
environment you may want to launch more than one. It is not guaranteed that all the
requested instances will launch. Check the message at the end of the recovery operation to
see how many instances were launched, and their IDs.

e Key Pair — The key pair you want to launch the instance with. The default is the key that the
backed-up instance was created with. You can choose a different one from the list. Keys are
typically needed to connect to the instance using SSH (Linux).

Note: Keys cannot be used to decrypt the Windows password of a restored instance.

10.2.1.1 Networking Section

The main purpose of the Networking section is to define what will be the placement of the
instance. By default, it will be the same placement as the backed-up instance. An instance can
be placed using three methods which are not all necessarily available.

e By VPC - Default placement if you have VPC subnets defined in your account.

e By Availability Zone — This is the most basic type and the only one which is always
available. You can choose in which AZ to launch the instance. Additional options are:

e You can choose a different AZ from the backed-up instance.
e By default, if the backed-up instance was not in a VPC, it will have the same zone
as the backed-up instance. Choose a different AZ from the list.

e By Placement Group — If you have placement groups defined, this option is available.
This is an instance type that can be placed in a placement group. See AWS
documentation for details.

If you chose By VPC in Placement, the following fields are available:

e VPC —You can choose the VPC the instance is to be recovered to. By default, it will
contain the VPC of the original instance.

e Clone VPC - Option to recover to a clone of the selected VPC environment. Control
switches to the Account’s Clone VPC screen. Choose the date of the source VPC capture
for the clone and an optional new destination name. See section 10.2.5. After the
cloning process is completed, the name of the newly cloned VPC will appear in the VPC
box.

e VPC Subnet — This will hold all the subnets in the currently selected VPC.
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e Security Group — Choose security groups to be applied with the new instance. This is a
multiple-choice field. By default, the security groups of the backed-up instance will be

chosen.

Note: Security groups for VPC instances are different than groups of non-VPC
instances. This field has a filter to help you find the security group that you
need.

e VPC Assign IP — If the backed-up instance was in a VPC subnet, the default value will be
the IP assigned to the original instance.

e If the assigned IP is still taken, it can fail the recovery operation. You can type a
different IP here. When you begin recovery, N2WS will verify the IP belongs to the
chosen subnet.

e If this field is empty, an IP address from the subnet will be automatically allocated
for the new instance.

If you chose By Availability Zone in Placement:

e Availability Zone - By default, if the backed-up instance was not in a VPC, it will have the
same zone as the backed-up instance. However, you can choose a different one from
the list.

e Security Group - Choose security groups to be applied with the new instance. This is a
multiple-choice field. By default, the security groups of the backed-up instance will be
chosen.

If you chose By Placement Group:
e Placement Group - Choose the placement group from the list.
For all Placement options, the following boxes are also available:

e Additional NICs - If you want to add additional NICs.

e AWS Credentials - You can choose to use different AWS credentials for the recovery
operation.

10.2.2 Volumes

Select the Volumes tab to choose which volumes to recover and how.
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S N2WS Backun & Recoverv (CPM)
Instance Recovery

AMI Assistant
% We encountered an issue setting the def
Bad| Please review all parameters before perfi

Basic Options Volumes Advanced Options

parameters: There are no security groups.

ng the recovery

Original Volume ID Capadity (GiB)  Type 10PS Encrypted Device Preserve Tags Delete on Term

1 of 2 Volumes selected

vol-0a04bf742¢08bfb68 30 General Purpose 55D v No ~

v
e N ~ cer N .
vol-0bc2e38b2¢e252e 5 o General Purpose S50 W Yes ‘dev/sdf o ;

AWS Credentials

Use account AWS Credentials v

Recover Instance Close

All data volumes in the policy except the boot device are listed here. Their default configuration
is the same as it was in the backed-up instance at the time of the backup.
Select a volume to include it in the recovery. You can make adjustments to the volumes, as
follows:

e Enlarge capacity of the volume.

e Change the device and device type.

e Change IOPS.

e Exclude any tags associated with the volume, such as its name.

e By default, tags associated with the volume, such as name, are preserved. Clear

Preserve Tags to exclude all tags.

e By default, the volumes are not deleted on termination of instances recovered from a
snapshot. Select Delete on Termination For instances recovered from a snapshot,
delete the volume on termination of the instance ().

10.2.3 Advanced Options

Note: It is possible to recover to a different account and region by recovering to a clone of
an original VPC environment. See the Clone VPC option below.
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Instance Recovery

Architecture Tenancy

Advanced options include the following:

Architecture — The default will be the architecture of the backed-up instance. Options are:
e i386 — which is X86 — 32-bit
e x86_64 — which is X86 — 64-bit

Note: Changing the architecture may result in an error if the image is incompatible
with the requested architecture. For example, if your image is a native 64-bit
image and you choose i386, the recovery operation will fail.

Tenancy — Choose the tenancy option for this instance.

Shutdown Behaviour — The value of the original instance is the default. If the recovered

instance is instance-store-based, this option is not used. The choices are:

e stop - If the instance is shut down, it will not be terminated and will just move to
stopped state.

e terminate — If the instance is shut down, it will also be terminated.

API Termination — Whether terminating the new instance by APl is enabled or not. The

backed-up instance value is the default.

Auto-assign Public IP - Whether to assign a public IP to the new instance. This is for public

subnets. By default, it will behave as the subnet defines.

Kernel — Will hold the Kernel ID of the backed-up instance. You can type or paste a different

one. However, you cannot search for a kernel ID from within N2WS. Change this option only

if you know exactly which kernel you need. Choosing the wrong one will result in a failure.

RAM Disk - Will hold the RAM Disk ID of the backed-up instance. You can type or paste a

different one. However, you cannot search for a RAM Disk ID from within N2WS. Change

this option only if you know exactly which RAM Disk you need. Choosing the wrong one will

result in a failure.

Preserve Tags — Whether to associate the same tags, such as the volume name, to the

recovered volume. The default is yes.
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e Allow Monitoring — Select if monitoring should be allowed for the new instance. The value
in the backed-up instance is the default.

e ENA - Select to support Extended Network Adaptor.

e EBS Optimized —Select to launch an EBS Optimized instance. The value from the backed-up
instance is the default.

e Enable User Data — Whether to use user data for this instance launch. If selected, the User
Data box opens. Enter the text. The text of the user data. Special encoding or using a file as
the source is not currently supported from within N2WS.

Advanced Options include different additional choices depending on whether Placement is By

VPC, By Availability Zone or By Placement Group.

To complete the recovery operation, select Recover Instance and then confirm. If there are

errors that N2WS detects in your choices, you will return to the recover instance screen with

error messages. Otherwise, you will be redirected back to the recovery panel screen, and a

message will be displayed regarding the success or failure of the operation.

10.2.4 AMI Assistant

The AMI Assistant is a feature that lets you view the details of the AMI used to launch your
instance, as well as find similar AMIs. N2WS will record the details of the AMI when you start
backing up the instance. If the AMI is deleted sometime after the instance started backing up,
N2WS will remember the details of the original AMI.
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AMI Assistant X
AMIID ami-011facbea5ec0363b
Region ap-northeast-1
Image Name amzn2-ami-hvm-2.0.20191217.0-x86_64-gp2
Image Description Amazon Linux 2 AMI 2.0.20191217.0 x86_64 HVM gp2
Owner ID 137112412989 (amazon)
Root /devixvda
Type ebs
Virtualization hvm
Hypervisor xen
Exact Matches Partial Matches

AMIID ami-011facbea5ec0363b

Region ap-northeast-1

Image Name amzn2-ami-hvm-2.0.20191217.0-x86_64-gp2

Image Description Amazon Linux 2 AMI 2.0.20191217.0 x86_64 HVM gp2
Owner ID undefined (undefined)

Root /devixvda

Type ebs

Virtualization hwm

Hypervisor xen

After selecting AMI Assistant in the instance recovery screen, you will see these details:

AMI ID

Region

Image Name
Image Description
Owner ID

Root — Device
Type
Virtualization
Hypervisor

To find AMlIs with properties that are exactly like the original, select the Exact Matches tab.
If the Exact Matches search does not find matches, select the Partial Matches tab which wiill
search for AMls similar to the original.

AMI Assistant searches can be useful in the following scenarios:

You want to recover an instance by launching it from an image, but the original AMI is
no longer available.

You want to recover an instance by launching it from an image, but you want to find a
newer version of the image. The fuzzy search will help you.

You are using DR (section 11) and you need to recover the instance in a different region.
You may want to find the matching AMI in the target region to use it to launch the
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instance, or you may need its kernel ID or ram disk ID to launch the instance from a
snapshot.

10.2.5 Recovering to a Cloned VPC

When you select Clone VPC in the Basic Options tab, the Clone VPC screen opens.

GEWS | N2ws Backup & Recovery (CPM) Q | marazoosaem | (< | [F| Gk | @) | @) demo v

Dashboard Clone VPC

Clone to Destination

1) Agents

£ S3Repositories

%  Worker Configuration /5 Hame

i Resource Control Monitor

=] Resource Control Groups

N2WS will have pre-set the following fields according to the selections made in the Advanced
Options section:
e Capture Source:
e Region and VPC
e Captured at date and time — You can select a different date and time to clone in the
drop-down list of captures.
e Clone to Destination:
e Region and Account
e VPC Name - You can change the suggested name for the new VPC.

Note: As part of the cloning process, N2WS uses CloudFormation. If the CloudFormation
template is over 50 kB, the Cloud Formation Template button appears: It requires
an existing S3 bucket for uploading. See section 23.5.

When finished, select Clone VPC.
If you changed the suggested VPC Name, it will appear in the VPC box.
To view the results of the clone VPC action, select the Download Log button.
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10.3 Volume Recovery

Volume recovery means creating EBS volumes out of snapshots. In N2WS, you can recover
volumes that were part of an instance’s backup or recover EBS volumes that were added to a
policy as an independent volume. The recovery process is basically the same.

To recover volumes belonging to an instance:

1. Inthe left panel, select the Backup Monitor.
2. Inthe Backup Monitor tab, select a backup and then select <> Recover.

demo ~

(CN\EWS | N2ws Backup & Recovery (CPM) Q | marazzsasem | [ | (5

Dashboard kup Mor > k 2/ z A > Recover
Search by Resource Restore From Restore to Account
Recovery Moniter SO ¥ Q Original Account (Account2_BK) e Same a3 Snapshot (Account2_BK ~ <
% Recovery Scenario Monitor
1 Reports
Instances
v Accounts 2 Recover Ty Recover Volumes On Explare
v MName o Region Image ID Root Device Platform
Schedubes 1 of 1 Instances selected
v 3.0-be-the-first-to-know I-070b1 da5TE50dfdod us-gast-1 ami-Oc3aged? Ui £ Linux

3. Select an instance and then select ““2 Recover Volumes Only.

Rarkiin & r (CPAY

ecovery from Instance i-070b1da57859dfd94

Volumes

Attach Behaviour

Attach Only if Device is Free v
] Explore Valumes
Zone Original Volume ID Capacity (GIB) Type 10PS Encrypted Device Preserve Tags Attach tc

1 of 2 Volumes selected

v us-east-1a v | vol-0a04bf742e08bfb68... 30 ~ || General Purpose 55D v : No dev/sdal v Don't#

us-east-1a v | vol-Obc2e3gblce252eb.. | 5 General Purpose 55D v Yes tdev/sdf .; Don't 2

<

<>

AWS Credentials

Use account AWS Credentials v

4. Change the fields as needed:
e Attach Behaviour — This applies to all the volumes you are recovering, if you choose to
attach them to an instance:
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e Attach only if Device is Free — If the requested device is already taken in the target
instance, the attach operation will fail. You will get a message saying the new
volume was created but was not attached.

e Switch Attached Volumes — This option will work only if the target instance is in
stopped state. If the instance is running, you will get an error message. N2WS will
not try to forcefully detach volumes from a running instance, since this can cause
systems to crash.

e Switch Attached Volumes and Delete Old Ones — This option will work only on
stopped instances. This option will also delete the old volumes that are detached
from the instance.

Important: If you choose Switch Attached Volumes and Delete Old Ones, make sure
you do not need the old volumes. N2WS will delete them after detaching them
from the target instance.

Recover — Enabled by default. Clear Recover if you do not want that volume recovered.

Zone — AZ. The default is the original zone of the backed-up volume.

Original Volume ID - ID of original volume.

Capacity — Enlarge the capacity of a volume. You cannot make it smaller than the size of

the original volume, which is the default.

Type — Type of the EBS volume.

IOPS — Number of IOPS. This field is used only if the type of volume you chose is

Provisioned IOPS SSD. The default will be the setting from the original volume. Values

for IOPS should be at least 100, and the volume size needs to be at least 1/10 that

number in GiBs. For example, if you want to create a 100 IOPS volume, its size needs to
be at least 10 GiB. If you will not abide to this rule, the recovery operation will fail.

Encrypted — Whether device is encrypted.

Device — Which device it will be attached as. This is only used if you choose to

automatically attach the recovered volume to an instance. If the device is not free or

not correct, the attach operation will fail.

Preserve Tags — Whether to associate the same tags, such as the volume name, to the

recovered volume. The default is yes.

Attach to Instance — Whether to attach the newly recovered volume to an instance.

Start typing in the list to initiate a filter. The list holds instances that are in the same AZ

as the volume. Changing the Zone will refresh the content of this list.

AWS Credentials - As with other recovery screens, you can choose to use different AWS

credentials for the recovery operation.

After selecting Recover Volumes and confirming, if there was a logical error in a field that
N2WS detected, you will be returned to the screen with an error notification.
To follow the progress of the recovery, select the Open Recovery Monitor link in the

‘Recovery started’ message

Recovery Started (Open Recovery Monitor)

at the top right

corner, or select the Recovery Monitor tab.

To recover independent volumes:

1. Select a backup and then select the Independent Volumes tab above the table.
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Recover

1 by Resource Restore to Account Restore o Region

Q Same as Snapshot (account1) v Origin v
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»  Accounts

" Attach Behaviour

Policies

Attach Only if Device is Free v
Recovery S5cenarios

Schedules
5 Agents
v| Zone Original Volume ID Capacity (GiB) Type 10PS. Encrypted Device Preserve Tags

E 53 Repositories

#  Worker Configuration

v| | useastia v | volObc2e38b2ce2Szeb.. | 5 General Purpose S50 v ves Idevisdf v
25 Res ntrol Monitor

=] Resource Control Groups

2. Ascreen similar to recover instance volumes opens. See above.

10.4 RDS Database Recovery

When a backup includes snapshots of RDS databases, selecting <<* Recover to bring you to the
RDS Databases tab. You will see a list of all RDS databases in the current backup. You can
change the following options:

e Recover — Clear Recover to not recover the current database.

e Zone - The AZ of the database. By default, it will be the zone of the backed-up database,
but this can be changed. Currently, recovering a database into a VPC subnet is not
supported by N2WS. You can recover from the snapshot using AWS Management
Console.

e DB Instance ID — The default is the ID of the original database. If the original database
still exists, the recovery operation will fail. To recover a new database, type a new ID.

e DB Instance Class — The default is the original class, but you can choose another.

e Storage Type — Type of storage.

e |OPS - Number of IOPS. This field is used only if the type of volume you chose is
Provisioned IOPS SSD. The default will be the setting from the original volume. Values
for I0OPS should be at least 100, and the volume size needs to be at least 1/10 that
number in GiBs.

e Port —The default is the port of the original backed-up database, but you can choose
another.

e Multi AZ - Whether to launch the database in a multi AZ configuration or not. The
default is the value from the original backed-up database.

e Subnet Group — Whether to launch the database in a VPC subnet or not, and to which
subnet group. The default will be the value from the original backed-up database. You
can recover a database from outside a VPC to a VPC subnet group, but the other way
around is not supported and will return an error.
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e Publicly Access. — Whether the database will be publicly accessible or not. The default is
the access from the original backed-up database.

e AWS Credentials - As in other types of recovery, you can choose to use different AWS
credentials and enter your keys.

10.5 Aurora Cluster Recovery

Aurora recovery is similar to RDS recovery, with a few important differences.
e Aurora introduces the concept of clusters to RDS. You no longer launch and manage a
DB instance, but rather a DB cluster that contains DB instances.
e An Aurora cluster may be created in a single AZ deployment, and the cluster will contain
one instance.
e Or, as in production deployments, the cluster will be created in a multi-AZ deployment,
and the cluster will have reader and writer DB instances.
e When recovering an Aurora cluster, N2WS will recover the DB cluster and then will
create the DB instances for it.
After selecting a backup with Aurora Clusters, select <<* Recover. The Aurora Clusters Recover
screen opens. In this screen all Aurora clusters that were backed up are listed. You can change
the following options:
e Recover — Clear to not recover the current Aurora cluster.
e RDS Cluster ID — The default will be the ID of the original cluster. If the original cluster
still exists, the recovery operation will fail, unless you change the ID.
e RDS Instance ID — The default will the ID of the original instance. If the original instance
still exists, the recovery operation will fail.
Type a new ID to recover a new database. N2WS will use this instance ID for the writer,
and in the case of multi-AZ, it will create the reader with this name with reader
added at the end.
e RDS Cluster Snapshot ID — Displays the snapshot ID.
¢ Instance Type — The type or class of the DB instances.
e Port—The port of the database. The default is the port of the original backed-up
database.
e Zone - The AZ of the cluster in case of single AZ. If using a subnet group, leave as is.
e Subnet Group — Whether to launch the cluster in a VPC subnet or not, and to which
subnet group. The default is the value from the original backed-up cluster.
e Publicly Access — Whether the cluster will be publicly accessible or not. The default is
the access from the original backed-up instance.
Select Recover Aurora Clusters when finished.

10.6 Redshift Cluster Recovery

When a backup to recover includes snapshots of Redshift clusters, the Redshift Clusters tab
opens. All Redshift clusters in the current backup are listed. You can change the following
options:

e Recover — Clear Recover to not recover the current cluster.
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e Zone — The AZ of the cluster. By default, it will be the zone of the backed-up cluster, but
this can be changed.

Currently, recovering a cluster into a VPC subnet is not supported by N2WS. You can
always recover from the snapshot using AWS Management Console.

e Cluster ID — The default will the ID of the original cluster. If the original cluster still
exists, the recovery operation will fail. To recover a new cluster, type a new ID.

e Cluster Snapshot ID- Displays the snapshot ID.

e Node Type and Nodes — For information only. Changing these fields is not supported by
AWS.

e Port —The port of the cluster. The default is the port of the original backed-up cluster.

e Subnet Group — Whether to launch the cluster in a VPC subnet or not, and to which
subnet group. The default will be the value from the original backed-up cluster. You can
recover a cluster from outside a VPC to a VPC subnet group, but the other way around is
not supported.

e AWS Credentials - You can choose to use different AWS credentials and enter your keys.

10.7 DynamoDB Table Recovery

When a backup to recover includes DynamoDB Table backups, the DynamoDB Tables tab
opens.

Note: If you reach the limit of the number of tables that can be recovered at one time, you
will need to wait until they have completed before starting the recovery of
additional tables.

All DynamoDB tables in the current backup are listed. You can change the following options:

e Recover — Clear Recover to not recover a table.

e Region — The Region where the table will be recovered, which is the same region as the

backup.

e Table Name — The default will the Name of the original table. However, if the original

table still exists, the recovery operation will fail. To recover to a new table, type a new
Name.

e Backup Name — Displays the name of the backup.

e AWS Credentials - You can choose to use different AWS credentials and enter your keys.
During backup, N2WS retains the DynamoDB tags at the table level and the Time To Live (TTL)
metadata and enables these attributes on recovery.

During the recovery process, a confirmation message appears with a reminder to recreate the
following settings on the restored DynamoDB tables MANUALLY: Auto Scaling policies, IAM
policies, CloudWatch metrics and alarms.
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ecZ-... compute-1.amazonaws.com 5ays

Confirm Performing Recovery Operation,

You MUST manually set up the following on the restored table:
* Auto scaling policies.

* &M policies,

* Cloudwatch metrics and alarms.

10.8 EFS Recovery

When a backup includes EFS backups, the Recover EFS tab is available.
Note: The AWS role “AWSBackupDefaultServiceRole” is required for recovery.

1. Inthe Backup Monitor screen, select an EFS backup and then select ©* Recover.
2. Inthe Target EFS list, select the target to restore to:

e New - Recover to a separate EFS

e Original - Recover to the same EFS
3. Select Recover Volumes.

To view the progress of the recovery:

1. In N2WS, select the Recovery Monitor tab.
2. To view details of the recovery process, select the recovery record and select = Log. Select
> Refresh as needed.

Note: Regular recoveries to original and new EFSs are supported. For DR, only recovery to
a new EFS is supported.
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11 Disaster Recovery (DR)

N2WS'’ DR (Disaster Recovery) solution allows you to recover your data and servers in case of a
disaster. DR will help you recover your data for whatever reason your system was taken out of
service. N2WS flexibility allows users to copy their backup snapshots to multiple AWS regions
as well as to various AWS accounts, combining cross-account and cross-region options.
What does that mean in a cloud environment like EC2? Every EC2 region is divided into AZs
which use separate infrastructure (power, networking, etc.). Because N2WS uses EBS snapshots
you will be able to recover your EC2 servers to other AZs. N2WS’ DR is based on AWS's ability to
copy EBS snapshots between regions and allows you the extended ability to recover instances
and EBS volumes in other regions. You may need this ability if there is a full-scale outage in a
whole region. But it can also be used to migrate instances and data between regions and is not
limited to DR. If you use N2WS to take RDS snapshots, those snapshots will also be copied and
will be available in other regions.
e DynamoDB Tables - DR for DynamoDB tables is currently not supported by AWS.
e Redshift Clusters - Currently N2WS does not support DR of Redshift clusters. If you
enable DR on a policy containing Redshift clusters, they will be ignored at the DR stage.
You can enable copying Redshift snapshots between regions automatically by enabling
cross-region snapshots using the EC2 console.

11.1 Configuring DR
After defining a policy, select the DR tab.

(26

GEWS | N2ws Backup & Recovery (CPM) Q | warsamizam | = | % \ f:“? | fj | ‘é‘ demo ~

Dashboard cpmdata

Last updated: Feb 23, 2020 2:53 PM  Last recovery: Never Last DR recovery: Never
% Backup Monitor

% Recovery Monitor Policy Details DR Lifecycle Management (Snapshot / S3 / Glacier

& Recovery Scenario Monitor

2  Reports ~| Enable DR

b Accounts DR Frequency (backups)

Recovery Scenarios
DR Timeout (hours]
Schedules ~

il Agents

&4 53 Repositories

#%  Worker Configuration

s Resource Control Monitor
. Cross Account DR Backup Enabled
=] Resource Control Groups

Cancel

In the DR Options screen, configure the following and then select Save.
e Enable DR —Select to display additional fields.
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DR Frequency (backups) — Frequency of performing DR in terms of backups. On each
backup, the default is to copy snapshots of all supported backups to other regions. To
reduce costs, you may want to reduce the frequency. See section 11.4 below for
considerations in planning DR.

DR Timeout (hours) — How long N2WS waits for the DR process on the policy to
complete. DR copies data between regions over a WAN (Wide Area Network) which can
take a long time. N2WS will wait on the copy processes to make sure they are
completed successfully. If the entire DR process is not completed in a certain timeframe,
N2WS assumes the process is hanging, and will declare it as failed. Twenty-four hours is
the default and should be enough time for a few 1 TiB EBS volumes to copy. Depending
on the snapshot, however, you may want to increase or decrease the time.

Target Regions — List of regions of region or regions that you want to copy the
snapshots of the policy to.

To configure Cross-Account backup, see section 12.1.

11.2 About the DR Process

Things to know about the DR process:

N2WS’ DR process runs in the background.
It starts when the backup process is finished. N2WS determines then if DR should run
and kicks off the process. In the Backup Monitor, you will see the ‘In Progress’ status.

QZ\WS I N2WS Backup & Recovery (CPM)

Qachboard

00

o000

N2WS will wait until all copy operations are completed successfully before declaring the
DR status as Completed as the actual copying of snapshots can take time.

As opposed to the backup process that allows only one backup of a policy to run at one
time, DR processes are completely independent. This means that if you have an hourly
backup and it runs DR each time, if DR takes more than an hour to complete, the DR of
the next backup will begin before the first one has completed.

Although N2WS can handle many DR processes in parallel, AWS limits the number of
copy operations that can run in parallel in any given region to avoid congestion. See
section 11.4.2.

N2WS will keep all information of the original snapshots and the copied snapshots and
will know how to recover instances and volumes in all relevant regions.

The automatic retention process that deletes old snapshots will also clean up the old
snapshots in other regions. When a regular backup is outside the retention window and
its snapshots are deleted, so are the DR snapshots that were copied to other regions.
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11.3 DR and Mixed-region Policies

N2WS supports backup objects from multiple regions in one policy. In most cases, it would
probably not be the best practice, but sometimes it is useful. When you choose a target region
for DR, DR will copy all the backup objects from the policy which are not already in this region
to that region. For example, if you back up an instance in Virginia and an instance in North
California, and you choose N. California as a target region, only the snapshots of the Virginia
regions will be copied to California. So, you can potentially implement a mutual DR policy:
choose Virginia and N. California as target regions and the Virginia instance will be copied to N.
California and vice versa. This can come in handy if there is a problem or an outage in one of
these regions. You can always recover the instance in the other region.

11.3.1 DR of EFS

Disaster Recovery is supported for EFS to a new EFS only. DR to an original EFS is not supported.
e If the source and target regions are the same for DR, no action is required as the target
region will default to the source.
e [f the target region is different than the source, the target region must have a backup vault
with the same name as the source and must be specified using a tag before the DR begins.
e For the "Default" vault, if this is the initial time copying a snapshot to the DR region, go
to the AWS Backup console and activate the vault by clicking Backup vaults.
e For a non-default custom vault, a vault with the same name needs to be created in the
DR region. For example, if the source region’s vault name is "Test", the DR region also
must include a vault with the name "Test".

To set a custom vault name for cross-region EFS DR:

Before the DR, add a tag to the resource with the key ‘cpm_dr_backup_vault’ and the value of
the custom backup vault ARN:

Key="cpm_dr_backup_vault:REGION’, Value ="BACKUP_VAULT_ARN’
Add a key for each target region that is different from the source.

Note: Cross-account DR for EFS is not currently supported.

11.4 Planning your DR Solution

11.4.1 Time and Financial Considerations

There are some fundamental differences between local backup and DR to other regions. It is
important to understand the differences and their implications when planning your DR solution.
The differences between storing EBS snapshots locally and copying them to other regions are:

e Copying between regions is transferring data over a WAN. It means that it will be much
slower than moving data locally. A data transfer from the U.S to Australia or Japan will
take considerably more time than a local copy.

e AWS will charge you for the data transfer between regions. This can affect your AWS
costs, and the prices are different depending on the source region of the transfer. For
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example, in March 2013, transferring data out of U.S regions will cost 0.02 USD/GiB and

can climb up to 0.16 USD/GiB out of the South America region.
As an extreme example: You have an instance with 4 x TiB EBS volumes attached to it. The
volumes are 75% full. There is an average of 3% daily change in data for all the volumes. This
brings the total size of the daily snapshots to around 100 GiB. Locally you take 4 backups a day.
In terms of cost and time, it will not make much of a difference if you take one backup a day or
four, which is true also for copying snapshots, since that operation is incremental as well. Now
you want a DR solution for this instance. Copying it every time will copy around 100 GiB a day.
You need to calculate the price of transferring 100 GiB a day and storing them at the remote
region on top of the local region.

11.4.2 Timing your DR processes

You want to define your recovery objectives both in local backup and DR according to your
business needs. However, you do have to take costs and feasibility into consideration. In many
cases it is ok to say: For local recovery | want frequent backup, four times a day, but for DR
recovery it is enough for me to have a daily copy of my data. Or, maybe it is enough to have DR
every two days. There are two ways to define such a policy using N2WS:

¢ In the definition of your policy, select the frequency in DR Frequency (backups). If the policy
runs four times a day, configure DR to run once every four backups. The DR status of all the
rest will be Skipped.

e Or, define a special policy for the DR process. If you have a sqlserverl policy, define another
one and name it something like sqglserverl_dr. Define all targets and options the same as
the first policy, but choose a schedule relevant for DR. Then define DR for the second policy.
Locally it will not add any significant cost since it is all incremental, but you will get DR only
once a day.

11.4.3 Performing DR on the N2WS Server (The cpmdata Policy)

To perform DR recovery, you will need your N2WS server up and running. If the original server
is alive, then you can perform recovery on it across regions. You want to prepare for the case
where the N2WS server itself is down. You may want to copy your N2WS database across
regions as well. Generally, it is not a bad idea to place your N2WS server in a different region
than your other production data. N2WS has no problem working across regions and even if you
want to perform recovery because of a malfunction in only one of the AZs in your region, if the
N2WS server happens to be in that zone, it will not be available.

To make it easy and safe to back up the N2WS server database, there is a special policy named
cpmdata. Although N2WS supports managing multiple AWS accounts, the only account that
can back up the N2WS server is the one that owns it, i.e. the account used to create it. Define a
new policy and name it comdata (case insensitive), and it will automatically create a policy that
backs up the CPM data volume.

Note: Application consistency is disabled by default for the comdata policy. When
enabled, the CPM will run application consistent scripts. See section 4.2.1.

Not all options are available with the cpmdata policy, but you can control Scheduling, Number
of generations, and DR settings.
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When setting these options, remember that at the time of recovery you will need the most
recent copy of this database, since older ones may point to snapshots that no longer exist and
not have newer ones yet. Even if you want to recover an instance from a week ago, you should
always use the latest backup of the cpmdata policy.

11.5 DR Recovery

DR recovery is similar to regular recovery with a few differences:
e When you select = Recover for a backup that includes DR (DR is in Completed state),
you get the same Recovery Panel screen with the addition of a drop-down list.
e The DR Region default is Origin, which will recover all the objects from the original
backup. It will perform the same recovery as a policy with no DR.
e When choosing one of the target regions, it will display the objects and will recover
them at the selected region.

Recommendation: N2W Software strongly recommends that you perform recovery drills
occasionally to be sure your recovery scenario works. It is not recommended to try it
for the first time when your servers are down. Each policy on the policy screen
shows the last time recovery was performed on it. Use the last recovery time data to
track recovery drills.

11.5.1 DR Instance Recovery

Volume recovery is the same in any region. With instance recovery there are a few things that
need considering. An EC2 instance is typically related to other EC2 objects:
e Image ID (AMI)

e Key Pair

e Security Groups
e Kernel ID

e Ramdisk ID

These objects exist in the region of the original instance, but they do not mean anything in the
target region. In order to launch the instance successfully, you will need to replace these
original objects with ones from the target region:

e Image ID (AMI) - If you intend to recover the instance from a root device snapshot, you
will not need a new image ID. If not (as in all cases with Windows and instance store-
based instances), you will need to type a new image ID. If you use AMIs you prepared,
you should also prepare them at your target regions and make their IDs handy when
you need to recover. If needed, AMI Assistant can help you find a matching image. See
section 10.2.4.

e Key Pair - You should have a key pair created with AWS Management Console ready so
you will not need to create it when you perform a recovery.

e Security Groups - In a regular recovery, N2WS will remember the security groups of the
original instance and use them as default. In DR recovery, N2WS cannot choose for you.
You need to choose at least one, or the instance recovery screen will display an error.
Security groups are objects you own, and you can easily create them in AWS
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Management Console. You should have them ready so you will not need to create them
when you perform recovery.

e Kernel ID - Linux instances need a kernel ID. If you are launching the instance from an
image, you can leave this field empty, N2WS will use the kernel ID specified in the AMI.
If you are recovering the instance from a root device snapshot, you need to find a
matching kernel ID in the target region. If you do not do so, a default kernel will be used,
and although the recovery operation will succeed and the instance will show as running
in AWS Management Console, it will most likely not work. AMI Assistant can help you
find a matching image in the target region. See section 10.2.4. When you find such an
AMI, copy and paste its kernel ID from the AMI Assistant window.

e RAMDisk ID - Many instances do not need a RAM disk at all and this field can be left
empty. If you need it, you can use AMI Assistant the same way you do for Kernel ID. If
you’re not sure, use the AMI Assistant or start a local recovery and see if there is a value
in the RAMDisk ID field.

11.5.2 Setting a Tag with an AMI ID for Cross-Account DR Recovery

The CPM can add a tag with an AMI ID to a resource during backup. The tag will hold the AMI ID
that is expected to be present on the AWS account in case of recovery to a different AWS
account.

Example of tag format that will be used only on the region/account combination specified:

Key = 'cpm_dr_recover_ami:REGION:ACCOUNT'; Value = 'ami-XXXXX'
In this case, the region and account are optional.

Example of tag format for a tag that will be used on any region/account combination:

Key = ‘cpm_dr_recover_ami’; Value = 'ami-XXXXX'
When this tag is found and there is no other proper option for instance recovery, the CPM will
then use this AMI if the recovery region and account fits.

Note: The AMI with an ID that is provided in the value of the tag is expected to be
available on the other AWS account while recovering the instance.

11.5.3 DR of Encrypted Volumes, AMIs and RDS Instances

N2WS supports DR of encrypted EBS volumes. If you are using KMS keys for encryption:
e N2WS will seek a KMS key in the target region, which has the same alias.
e The AWS ID of the DR account should be added to the ‘Other AWS accounts’ section on
a Backup account.

To configure your cross-region DR:

Create a matching-alias key in the source and in the remote region for N2WS to use
automatically in the DR copy process.
e If a matching key is not found in the target region, the DR process will fail.
e If the key uses the default encryption, then it will be copied to the other region with the
default encryption key as well.

93



2WS

e N2WS supports copy of AMIs with encrypted volumes with the same logic it uses for
volumes.

e N2WS supports cross-region DR of encrypted RDS databases, except from the Asia
Pacific (Hong Kong) region.

To add the AWS ID of the DR Account to the ‘Other AWS accounts’ section of KMS on a
Backup account:

1. Log on to your Backup AWS account and navigate to the KMS console.
2. Select your Customer managed keys.
3. Gotothe ‘Other AWS accounts’ section.
4. Select Add other AWS accounts.
5. Inthe box, enter the AWS account ID of the DR account.

Other AWS accounts X

Specify the AWS accounts that can use this key. Administrators of the accounts you

specify are responsible for managing the permissions that allow their IAM users and

roles to use this key. Learn more [

arn:aws:iam:: 25- o7 :root

Add another AWS account ‘

Note: To let N2WS see keys and aliases, add these two permissions to the IAM policy that

N2WS is using: kms:ListKeys, kms:ListAliases.

To recover an EFS with a non-default KMS, in AWS configure the KMS as follows:
In the Key user field, select Add and choose “AWSBackupDefaultServiceRole”.

For information about support for custom DR encryption keys for different regions and
accounts using the ‘cpm_dr_encryption_key’ tag, see
https://support.n2ws.com/portal/kb/articles/cpm-supports-custom-encryption-keys-for-dr.

11.5.4 A Complete Disaster Recovery Scenario

Let’s assume a real disaster recovery scenario: The region of your operation is completely
down. It means that you do not have your instances or EBS volumes, and you do not have your
N2WS Server, as it is down with all the rest of your instances. Here is Disaster Recovery step by
step:
1. Inthe AWS Management Console:

a. Find the latest snapshot of your cpmdata policy by filtering snapshots with the string

cpmdata. N2WS always adds the policy name to any snapshot’s description.
b. Sort by Started in descending order and it will be the first one on the list.
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¢. Create a volume from this snapshot by right-selecting it and choosing Create Volume
from Snapshot. You can give the new volume a name so it will be easy to find later.
2. Launch a new N2WS Server at the target region. You can use the Your Software page to
launch the AWS Marketplace AMI. Wait until you see the instance in running state.
3. As with regular configuration of a N2WS server:
a. Connect to the newly created instance using HTTPS.
b. Approve the SSL certificate exception.
Assuming the original instance still exists, N2WS will come up in recovery mode, which
means that the new server will perform recovery and not backup.
¢. If you are running the BYOL edition and need an activation key, most likely you do not
have a valid key at the time, and you do not want to wait until you can acquire one from
N2W Software.
You can quickly register at N2WS Free Edition. In step 2 of the registration, use your
own username and type any password. In step 3, choose the volume you just created
for the CPM data volume. Afterwards, complete the configuration.
4, With a working N2WS server, you can perform any recovery you need at the target
(current) region:
a. Select the backup you want to recover.
b. Select < Recover.
¢. Choose the target region from the drop-down list.

Note: If your new server allows backup (it can happen if you registered to a
different edition or if the original one is not accessible), it can start to
perform backups. If that is not what you want, it is best to disable all policies
before you start the recovery process.

d. You can recover all the backed-up objects that are available in the region.

11.6 DR Monitoring and Troubleshooting

DR is a straightforward process. If DR fails, it probably means that either a copy operation
failed, which is not common, or that the process timed-out. You can track DR’s progress in the
Recovery Monitor = Log screen where every stage and operation during DR is recorded:
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Recovery Log

& Downloadlog & Refresh

Time Message

02/23/2020 4:23:25 PM recovery Operation launched, please follow progress in the recovery monitor
02/23/2020 4:23:25 PM Recovering instance i-009a59ea1b2bba2s0
02/23/2020 4:23:25 PM Recovering instance from snapshot id: snap-Occ46ebe1¢8fbcabd

02/23/2020 4:23:27 PM Instance Recovery succeeded. Ran 1 instances (instance ids: (u'i-07341¢570d0536a27))

You can also view DR snapshot IDs and statuses in the = View Snapshots screen of the backup:

Regular Snapshots

Delete & Delete All AWS Snapshots in This Backup
( Snapshot Type: EBS, Snapshot: snap-Oeac43fc0e3f94132, Volume: vol-Obc2e38b2ce252eb0, Finished at: Feb 20, 2020 3:21 PM, Succeeded?: Yes

DR to: US East (Chio), Snapshot Type: EBS COPY, Original Snapshot: snap-Oeac43fc0e3fo41a2, Snapshot: snap-0ff7bac753e1878dc, Finished at: Feb 20, 2020 3:23 PM, Succeeded?: Yes

Every DR snapshot is displayed with region information and the IDs of both the original and the
copied snapshots. In the Snapshots list, you can choose to <~ Delete All AWS Snapshots in This
Backup.

If DR fails, you will not be able to use DR recovery. However, some of the snapshots may exist
and be recoverable. You can see them in the snapshots screen and, if needed, you can recover
from them manually.

If DR keeps failing because of timeouts, you may need to increase the timeout value for the
relevant policy. The default of 24 hours should be enough, but there may be a case with a very
large amount of data, that may take longer.
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Reminder: You can only copy a limited number of snapshots to a given region at one time.
Currently the number is 5. If the limit is reached, N2WS will wait for copy operations
to finish before it continues with more of them which can affect the time it takes to
complete the DR process.
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12 Cross-Account DR, Backup and Recovery

Available only in Advanced and Enterprise Editions, N2WS’ cross-account functionality allows
you to automatically copy snapshots between AWS accounts as part of the DR module. With
cross-region DR, you can copy snapshots between regions as well as between accounts and any
combination of both. In addition, you can recover resources (e.g. EC2 instances) to a different
AWS account even if you did not copy the snapshots to that account. This cross-account
functionality is important for security reasons.

The ability to copy snapshots between regions can prove crucial if your AWS credentials have
been compromised and there is a risk of deletion of your production data as well as your
snapshot data. N2WS utilizes the snapshot share option in AWS to enable copying them across
accounts. Cross-account functionality is currently supported only for EC2 instances, EBS
volumes and RDS instances, including Aurora.

Cross-account functionality is enabled for encrypted EBS volumes and instances with encrypted
EBS volumes and RDS databases.

Note: Cross-region DR is not supported for RDS databases in the Asia Pacific (Hong Kong)
region.

e Users will need to share the encrypted key used for the encryption of the volumes or
RDS instance to the other account as N2WS will not do it.
e In addition, N2WS expects to find a key in the target account with the same alias as the
original key (or just uses the default key).
For information on sharing encryption keys between different accounts, see
https://support.n2ws.com/portal/kb/articles/cpm-supports-custom-encryption-keys-for-dr

If a matching encryption key is not found with an alias or with custom tags, the behavior of the
backup depends on the setting in the Encryption Key Detection list in the Security tab of the
General Settings screen:
e Use Default Key — If the encryption key is not matched, the default encryption key is
used.
e Strict — DR encryption key must match, either with an alias or a custom tag.
e Use Default Key & Alert — Use the default key and send an alert.

N2WS can support a DR scheme where a special AWS account is used only for snapshot data.
This account’s credentials are not shared with anyone and used only to copy snapshots to. The
IAM credentials used in N2WS can have limited permissions that do not allow snapshot
deletion.

N2WS will tag outdated snapshots instead of actually deleting them, allowing an authorized
user to delete them separately using the EC2 console or a script. The tag ‘cpm_deleted’ will
have a value of *CPM deleted this snapshot (<time_of deletion>)’. Also, you may choose to
keep the snapshots only in the vault account and not in their original account. This will allow
you to save storage costs and utilize the cross-recovery capability to recover resources from the
vault account back to the original one.
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12.1 Configuring Cross-Account Backup

Once you have created a DR Account with the Account Type DR, you can configure cross-
account DR from the DR tab of a policy

&ébvs | N2WS5 Backup & Recovery (CPM) Q | Mar 5, 2020 12:10 AM | | i | G:I | (Q) demo «
Dashboard Acct2_Bk
Last updated: Mar 2. 2020 12230 AM  Last recovery: Never  Last DR recovery: MNever
*.  Backup Monitor
“a  Recovery Monitor More Options DR
@ Recovery Scenario Monitor
~| Enable DR
®  Reports
(backi
s Accounts -
-
Recovery Scenarios DR Timeout (hours)
Schedules -
2 Agents
. 53 Repositories v
#%  Worker Configuration
B> Resource Control Monitor | Cross Account DR Backup Enabled
=] Resource Control Groups
ACcou
cou R v o=
© rget

Cross-account fields will be available only if your N2WS is licensed for cross-account
functionality. See the pricing and registration page in our website to see which N2WS editions
include cross-account backup & recovery.

Once you select Cross-Account DR Backup Enabled, other fields become visible:

e To Account — Which account to copy the snapshots to. This account needs to have been
defined as a DR Account in the Accounts screen.

e DR Account Target Regions — Which region or regions you want to copy the snapshots
of the policy to. To include all of the Target Regions selected for backup, select Original
in the list. Select additional regions as needed.

e Keep Original Snapshots — When enabled, the original snapshot from the source region
will be kept. If disabled, once the snapshot is copied to the DR account, it will be deleted
from the source region.

12.2 Cross-Account DR and Clean-Up

N2WS performs clean-up on backup policies and deletes backups and snapshots that are out of
the retention window, according to the policy’s definition. By default, N2WS will clean up
snapshots copied to other accounts as well. However, if you do not wish for N2WS to clean up,
because you want to provide IAM credentials that are limited and cannot delete data, you have
that option. If you defined the DR Account with Allow Deleting Snapshots set as False, N2WS
will not try to delete snapshots in the DR Account. It will rather flag a snapshot for subsequent
deletion by adding a tag to the snapshot called cpm_deleted. The tag value will contain the
time when the snapshot was flagged for deletion by N2WS.
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When using this option, occasionally make sure that these snapshots are actually deleted. You
can either run a script on a schedule, with proper permissions, or make it delete all snapshots
with the tag cpm_deleted. Or, using the EC2 console, filter snapshots by the tag name and
delete them.

12.3 Cross-Account with Cross-Region

If you configure the backup policy to copy snapshots across accounts as well as across regions,
be aware of how the increased number of copies might affect your AWS costs.

12.4 Cross-Account Recovery

If you have cross-account functionality enabled in your N2WS license, and even if you actually
configured N2WS to copy snapshots between accounts, you can recover across accounts. This is
already mentioned in the recovery section (section 10). You need to choose which account to
recover the resource (EC2 instance, EBS volume or RDS database) to.

Note: Only account type DR Account may be the target of a cross-account recovery.

When copying snapshots between accounts and not keeping the original snapshots, you will
also have the option to restore the instance/volume to the original account. N2WS will utilize
the AWS share snapshot option to enable recovering resources across accounts.

Note: There is an AWS limitation for restoring encrypted RDS snapshots from a DR AWS
account. Directly restoring a cross-account DR copy of encrypted RDS snapshots is
not supported. As a workaround, you can either restore directly to the DR AWS
account, or the snapshot data can be copied back to the original AWS account, and
then the restore can work as intended from there.

100



2WS

13  File-level Recovery

N2WS supports file-level recovery. N2WS does backup on the volume and instance level and
specializes in instant recovery of volumes and complete instances. However, in many cases a
user may want to access specific files and folders rather than recovering an entire volume.

In previous versions of N2WS, you could recover a volume, attach it to an instance, mount it
and then access the data from within that instance. After completing the restore, assuming the
volume is no longer needed, the user needed to unmount, detach and delete the volume.
N2WS now automates this entire process.

Note: The root volume of instances purchased from Amazon Marketplace, such as
instances with a product code, cannot be partially recovered by file-level recovery.
The data volumes of such instances, if they exist, will be recovered.

In the Backup Monitor, select an instance or volume backup and then select <= Recover. In the
Recover screen, select — Explore in the Instances or Independent Volumes tab. When
selecting <* Recover Volumes Only, - Explore is available in the Volume Recovery screen.

GEWS | N2ws Backup & Recovery (CPM) Q) | mars.ozrzaram | 0] | L2

Py

50
Op
s

@) | @) demo v

Dashboard Recover

%, Backup Monitor Search by Resource Restore

Recavery Monitor e Y Q Same as Snapshot (ACCOUNT-IAM-US

4 Recovery Scenario Monitor

®  Reports
Instances

b Accounts

ver Recover Volumes Onl Explore
Policies .

] Name o Region Image ID Root Device Platform
Recovery Scenarios
™ Schedules 1 af 1 Instances selected

& Agents v| 251a 1-008359221b2bb5260 us-east-1 ami-0a771888a80c65809 /devisdal Unix / Linux

53 Repositories

‘Worker Configuration

Resource Control Monitor

=l Resource Control Groups

N2WS will open a new browser tab showing a File Explorer-like view of the entire instance or a
specific volume. You will be able to browse, search for files, and download files and folders.

Note: Files in an Explore volume may actually be soft links (symbolic links) to other files.
Trying to access this type of file may result in an error. However, the file is
accessible via its real path. For example, root/folder2/£file2 is a soft link to
root/folderl/filel, where /root/folderl/filel isthe real path.

101



2WS

On the right side of any file or folder, there is a green Download arrow * for downloading the
file or folder. Folders are downloaded as uncompressed zip files.

[1 f@ CPM DevMachine 1... Search for == (Close)
[ 3 CPM Cloud Protect Name Modified Time Size Download
L 2
[ &5 sdf bin 08/16/2018 10:57:58 AM =
£ conf boot 08/16/2018 10:59:12 AM v
L & database comdata 08/16/2018 10:56:10 AM ~
- dev 02/01/2018 10:41°56 PM -~
3 cpmdb stc 08/19/2018 04:43:08 FM -~
= mysgl home 08/16/201 11:00:05 AM ~
& performance schema lib 08/16/2018 10:56:16 AM -
lin64 02/01/2018 10:42:26 PM -
3 lost+found lost+found 02/01/2018 10:44:59 PM =~
m scripts media 02/01/2018 10:41:37 FM ~
1] B voL078c2bdc31ca.. mnt 0411172014 01:12:14 AM -
opt 08/16/2018 10:59:27 AM -
proc 0411172014 01-12:14 AM =
root 08/20/2018 07:09°53 FM =
run 02/01/2018 10:44:37 FM w
soin 08/16/2018 10:59:08 AM -
stv 02/01/2018 10:41:37 FM =
sys 031132014 03:41°52 AM =
tmp 1011612018 08:17:01 AM ~
usr 02/01/2018 10:41:37 PM -
var 0816/2018 10:58:41 AM -~
initrd.img 08/16/2018 10:59:12 AM 822 MB s
vmlinuz 0111912018 04:32:35 FM 5.58 VB ~

To perform these operations, N2WS needs to be able to use AWS credentials belonging to the
N2WS server instance account, with sufficient permissions to create and attach volumes. By
default, N2WS will use the same credentials used to initially configure the instance, but they
can be modified using the General Settings screen.

File-level recovery requires N2WS to recover volumes in the background and attach them to a
‘worker’ launched for the operation. The worker will be launched in the same account and
region as the snapshots being explored, using a pre-defined worker configuration. See section
22 to configure a ‘worker’ instance in the region that the snapshots exist.

Note: The worker will communicate with the N2WS server over both HTTPS and SSH.
Verify that your configuration allows such communication.

There are a few limitations:
e File-level recovery is supported only for file system types Ext2, Ext3, Ext4, NTFS, XFS,
Btrfs.

Note: If several XFS volumes have the same UUID, they cannot be mounted.

e Explore works only on simple volumes and Logical Volume Management (LVM). LVM is
supported with file-level restore on Linux, as well as for Windows dynamic disks.
Additionally, disks defined with Microsoft Storage Spaces are not supported.

e Inorder to Explore snapshots taken in a different region than where the N2WS server is,
it is required to configure a ‘worker’ instance in the region that the snapshots exist. See
section 22.

After you complete the recovery operation, select Close for all the resources to be cleaned-up
and to save costs. Even if you just close the tab, N2WS will detect the redundant resources and
clean them up, but it is recommended that you use Close.
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14  Tag-based Backup Management

Cloud and specifically AWS, is an environment based largely on automation. Since all the
functionality is available via an API, scripts can be used to deploy and manage applications,
servers and complete environments. There are very popular tools available to help with
configuring and deploying these environments, like Chef and Puppet.

N2WS allows configuring backup using automation tools by utilizing AWS tags. By tagging a
resource (EC2 instance, EBS volume, EFS, DynamoDB, RDS instance, Aurora Cluster or Redshift
cluster), N2WS can be notified what to do with this resource, and there is no need to use the
Ul. Since tagging is a basic functionality of AWS, it can be easily performed via the APl and
scripts.

To tag Aurora clusters, tag one of the cluster’s DB instances and N2WS will pick it up and back-
up the entire cluster.

Note: For information on using tags with Resource Control, see section 15.5.

14.1 The “cpm backup” Tag

To automate backup management for a resource, you can add a tag to that resource named
cpm backup (lower case with a space). N2WS will identify this tag and parse its content. In this
tag you will be able to specify whether to:
e Ignore the resource and remove it from all backup policies.
e Add the resource to a policy or list of policies.
e Create a new policy, based on an existing one (template), and then add the resource to
it.

Note: The policy name on the ‘cpm backup’ tag is case sensitive and should be aligned
with the policy name create on CPM.

If an AWS resource has 2 AWS tags with the same tag name, differing only by the
case of the letters (upper, lower), then N2WS will back up just one tag. The tag
name will be in the format of the first tag N2WS scans, and the tag value may be
from the second tag. Check that tag names are in the same case.

Following is a summary table of all cpm backup tag values:

Purpose cpm backup Tag Value Examples

Add resource | policyl policy1 policy2 policy3
to existing
backup policy.
See 14.1.1.

Create policy new_policyl:existing_policyl
from a
template.
See 14.1.2.
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Purpose cpm backup Tag Value Examples
Set backup only-snaps (create AMIs without reboot) policy1#only-snaps
options for initial-ami new_policy:existing_policyt#onl
EC2 instances. onIy-amis _ y-amis
See 14.1.3. only-amis-reboot (create AMIs with reboot) | ;5 iy 1#initial-amittapp-aware
app-aware (Windows instance backup agent is
same as snapshot and AMI options)
app-aware-vss (Enable application consistent
with VSS)
app-aware-script (Enable application
consistent without VSS)
Set backup key value policyl+vault=Default+exp_
options for EFS opt=D+exp_opt_val=1
instances. vault Default (example)
. role_arn ARN of role
NZWS will cold_opt Lifecycle transition: N, D, W,
override EFS M, Y
configuration cold_opt_val | Integer for D,W,M,Y only
with tag exp_opt When resource expires:
values. P (Policy Gen), N, D, W, M, Y
See 14.1.4. exp_opt_val | Integer for D, W, M, Y only
Remove no-backup
resource from
all policies.
See 14.1.5.
Exclude policy1l#exclude policyl#exclude
volumes from | Note: Tagged instances are excluded from the | pojicy2#texclude
backup. Exclude volumes option in General Settings
See 14.1.6. for Tag Scan. Tagged instances are only

excluded with the ‘#exclude’ tag.

14.1.1 Adding to a Policy or Policies

To add a resource (e.g. an EC2 instance) to an existing backup policy, all you need to do is to
create the tag for this resource and specify the policy name (e.g. policyl):

tag key: cpm backup, tag value: policyl
To add the resource to multiple policies all you need to do is to add a list of policy names,
separated by spaces:

policyl policy2 policy3

14.1.2 Creating a Policy from a Template

To create a new policy and to add the resource to it, add a new policy name with a name of an
existing policy which will serve as a template (separated by semicolon):

tag value: new_policyl:existing_policyl
You can also add multiple policy name pairs to create additional policies or create a policy (or
policies) and to add the resource to an existing policy or policies.
When a new policy is created out of a template, it will take the following properties from it:
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e Number of generations

e Schedules

e DR configuration

e Script/agent configuration

e Retry configuration
It will not inherit any backup targets, so you can use a real working policy as a template or an
empty one.

For Script definitions:

If backup scripts are defined for the template policy, the new one will keep that definition but
will not initially have any actual scripts. You are responsible to create those scripts. Since the
N2WS server is accessible via SSH you can automate script creation. In any case, since scripts
are required, the backups will have a failure status and will send alerts, so you will not forget
about the need to create new scripts.

For Windows instances with a backup agent configured:

If that was the configuration of the original policy, the new instance (assuming it is a Windows
instance) will also be assigned as the policy agent. However, since it does not have an
authentication key, and since the agent needs to be installed and configured on the instance,
the backups will have a failure status. Setting the new authentication key and installing the
agent needs to be made manually.

Auto Target Removal for the new policy will always be set to yes and alert, regardless of the
setting of the template policy. The basic assumption is that a policy created by a tag will
automatically remove resources which do not exist anymore, which is the equivalent as if their
tag was deleted.

14.1.3 Setting Backup Options for EC2 Instances

When adding an instance to a policy, or creating a new policy from template, you may make a
few decisions about the instance:

e To create snapshots only for this instance.

e To create snapshots with an initial AMI.

e To schedule AMI creation only.
If this option is not set, N2WS will assume the default:

e Snapshots only for Linux.

e Snapshots with initial AMI for Windows instances by adding a backup option after the
policy name. The backup option can be one of the following values:
e only-snaps
e initial-ami
e only-amis
e only-amis-reboot
For example, with existing policy: policyl#only-snaps.

Or, for a new policy based on template and setting AMI creation:
my new policy:existing policy#only-amis
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Note: The only-amis option will create AMIs without rebooting them. The option
only-amis-reboot will create AMIs with reboot.

For a Windows instance, you can also define backup with app-aware, i.e. a backup agent. It is
used the same as the snapshots and AMI options.
e When adding the app-aware option, the agent is set to the default: VSS is enabled and
backup scripts are disabled.
e app-aware-vss - Enable application consistent with VSS.
e app-aware-script - Enable application consistent without VSS.
e Additional configurations need to be made manually, and not with the tag.
You can also combine the backup options: policyl#initial-ami#app-aware.

14.1.4 Setting Backup Options for EFS Instances

EFS can be configured by creating the cpm backup tag with the following values. In this case,
N2WS will override the EFS configuration with the tag values:

Key Value
vault Vault. Example: Default
role_arn ARN of role. Example: arn:aws:iam::040885004714:role/service-
role/AWSBackupDefaultServiceRole
cold_opt Lifecycle transition:
N — Never M — Months
D — Days Y - Years
W — Weeks
cold_opt_value Integer for D, W, M, Y only
exp_opt When does resource expire:
P — Policy Generations W- Weeks
N — Never M — Months
D — Days Y - Years
exp_opt_val Integer for D, W, M, Y only
Example:

cpm backup my policyt+vault=Default+exp opt=D+exp opt val=l
N2WS will back up EFS to the default vault, and set its expiration date to 1 day.

Note: The max length for the cpm backup value is limited to 256 characters.

14.1.5 Tagging a Resource to be Removed from All Policies

By creating the cpm backup tag with the value no-backup (lower case), you can tell N2WS to
ignore the resource and remove this resource from all policies. Also, see section 14.1.

14.1.6 Excluding Volumes from Backup

N2WS can exclude a volume from an instance which is backed up on policy using the “cpm
backup” tag with ‘#exclude’ added to the end of the policy name value.
e Add atag to an instance that you want to back up:
Key = cpm backup; Value = policy_name1 policy_name2

106




2WS

Add/Edit Tags X

Apply 1ags 1o your resources to help organize and identify them.

A tag consists of a case-sensitive key-value pair. For example, you could define a tag
with key = Name and value = Webserver. Learn more about tagging your Amazon EC2

Tesources.
Key Value
CPM Silent Configuration succeeded 0 Show Column
Name Glacier € Hide Column
cpm backup p1p2 € snow Column

Create Tag Cancel

e Add a tag to volumes that you would like to exclude from being backed up:
Key = cpm backup; Value = policy_namel#exclude policy_name2#exclude

Add/Edit Tags X

Apply tags to your resources to help organize and identify them.

A tag consists of a case-sensitive key-value pair. For example, you could define a tag
with key = Name and value = Webserver. Leam more about tagging your Amazon EC2

resources.
Key Value
Name CPM Cloud Protection Man ) Hide Column
cpm backup pl#exciude p2#exciude 0 Show Column

F—— ...

For example, if instancel has 3 volumes and has a ‘cpm backup’ tag with the value ‘policy?’,
adding the ‘cpm backup’ tag with value ‘policyl#exclude’ to a volume will remove it from the

policy.

The instance with the excluded volume(s) will be added automatically as a backup target to the
policy, after running Scan Tag.

Palicies > p1

ted: Mar 2. 2020 1:27 AM

Policy Instance and Volume Configuration

@ Policy: p1. Backup From: i-070b1da57850dfd94
Which Volumes
Exclude Selected ~

Device Name Volume ID Capacity

1 of 2 volumes selected
| fdevisdal 3.0-be-the-first-to-know vol-0a04bf742e08bf068 30cie

fdevisdf N2WS - Data Volume vol-0bc2e38b2ce252eb0 5GIB

Backuo Ootions

Note: Tagged instances are not included in the Exclude volumes option in the Tag Scan tab
of General Settings and are excluded from backup only when tagged with ‘#exclude’
for the policy.
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14.2 Tag Scanning

Tag scanning can only be controlled by the admin/root user. When the scan is running, it will do
so for all the users in the system but will only scan AWS accounts that have Scan Resources
enabled. This setting is disabled by default. N2WS will automatically scan resources in all AWS
regions.

1. Inthe General Settings tab, select the Tag Scan tab.

2. Select Scan Resources.

3. Inthe Tag Scan interval list, set the interval in hours for automatic scans.

4. To override the exclusion of volumes specified in the Ul and to exclude instances tagged
with ‘#exclude’ for the policy, select Exclude volumes. See section 9.6.

Select Save.

AN

To initiate a tag scan immediately, select Scan Now.

&WS | N2ws Backup & Recovery (CPM) Q | varszommzsan | ) | 2] % | B) | @) demo v

@ Exit Server Settings General Settings

Users © Last Scan: Sur
% Identity Provider
7 Account Registration V| Scan Resources

Patches

2 Agents Configuration 6 | hour

Activation Key Update

7. Toview the Last Scan, select Show Log.
Note: Even if scanning is disabled, selecting Scan Now will initiate a scan.

If you do want automated scans to run, keep scanning enabled and set the interval in hours
between scans using the General Settings screen. You will also need to enable Scan Resources
for the relevant AWS accounts.

14.3 Pitfalls and Troubleshooting

The following topics should help guide you when developing tags.

14.3.1 Pitfalls

There are potential issues you should try to avoid when managing your backup via tags:

e The first is not to create contradictions between the tags content and manual
configuration. If you tag a resource and it is added to a policy, and later you remove it
from the policy manually, it may come back at the next tag scan. N2WS tries to warn
you from such mistakes.

e Policy name changes can also affect tag scanning. If you rename a policy, the policy
name in the tag can be wrong. When renaming a policy, correct any relevant tag values.

e When you open a policy that was created by a tag scan to edit it, you will see a message
at the top of the dialog window: “* This policy was automatically added by tag scan”.
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Note: Even if all the backup targets are removed, N2WS will not delete any policy
on its own, since deletion of a policy will also delete all its data. If you have a
daily summary configured (section 17.5), policies without backup targets will
be listed.

If the same AWS account is added as multiple accounts in N2WS, the same tags can be
scanned multiple times, and the behavior can become unpredictable. N2W Software
generally discourages this practice. It is better to define an account once, and then allow
delegates (section 18.4) access to it. If you added the same AWS account multiple times
(even for different users), make sure only one of the accounts in N2WS has Scan
Resources enabled.

14.3.2 Troubleshooting

Sometimes you need to understand what happened during a tag scan, especially if the tag scan
did not behave as expected, such as a policy was not created. In the General Settings screen,
you can view the log of the last tag scan and see what happened during this scan, as well as any
other problems, such as a problem parsing the tag value, that were encountered. Also, if the
daily summary is enabled, new scan results from the last day will be listed in the summary.

Ensure tag format is correct:

Tips for ensuring correct tag formats are:

When listing multiple policy names, make sure they are separated by spaces.

When creating new policy, verify using a colon ‘" and not a semi-colon ‘;’. The syntax is
new policyliexisting policyl.

Use a valid name for the new policy or it will not be created. An error message will be
added to scan log.

Use correct names for existing/template policies.

Resource scanning order is NOT defined, so use policy names as existing/template only
if you are sure that it exists in N2WS — defined manually or scanned previously.
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15 Resource Control

Resource Control allows users to stop and start Instances and RDS Databases for each
Account during the course of a week. It also allows users to stop the resources at a
designated time in the future.

Note: RDS Aurora Clusters are not supported by Resource Control.

A Group is the controlling entity for the stopping and starting of selected resources.
Resource Control allows for stopping on one day of a week and starting on another day of
the same week. Once an Off/On schedule is configured for a Group, N2WS will
automatically stop and start the selected resource targets.

Resources that are eligible and enabled for hibernation in AWS will be hibernated
regardless of whether their current operation is On or Off if their controlling Resource
Control Group is enabled for hibernation. Hibernated instances are restarted by an On
operation.

See AWS hibernation prerequisites in the User Guide for Linux Instances.

For enabling hibernation in N2WS, see the Hibernation description in section 15.1.

The stopping and starting of targets identified for each Group is independent of the backup
schedule for an Account’s policy.

It is possible to turn off operations for a long period of time even though the Group was
never turned on.

Ad hoc Off and On operations are available in addition to the Resource Control schedule.
Off/On operations are not allowed for Groups with a Status of ‘disabled’.

Recommendation: N2WS recommends that you not execute a stop or start operation on

critical servers.

Following are Resource Control tabs in the left panel of the N2WS user interface:

Resource Control Monitor — Lists the current operational status of Groups under Resource
Control. The [=l Log lists the details of the most recent operation for a Group.
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demo v

@WS | N2ws Backup & Recovery (CPM) Q | warszomrzssam | B | 2]

Dashboard Resource Control Monitor

Backup Monitor

Q All Groups v All Accounts v All Operation Statuses v 20 records/page hd

Recavery Monitor Seard

Recovery Scenario Monitor

4]
3

»

Reports

0 1:00 AM Mar 3, 2020 1:00 AM account? (/]
f—— 12:00 AM Mar 3, 2020 12:00 AM RCG2 account ®
Policies Mar 2, 2020 12:00 PM Mar 2, 2020 12:00 PM RCG2 account ®
Mar 2, 2020 2:00 AM Mar 2, 2020 2:01 AM accountt ]
Sthedules Mar 2, 2020 1:00 AM Mar 2, 2020 1:00 AM regt account ]
Agents
Mar 2, 12:00 AM Mar 2, 2020 12:00 AM RCG2 account ]
S3 Repositories 200 PM Feb 28, 2020 12:00 PM RCG2 accountt ]
Worker Coufiparstion Feb 28, 2020 12:00 PM Feb 28, 2020 12:00 PM RCG2 accountt [
) 2:00 AM Feb 28, 2020 2:01 AM regt accountt o
Resource Control Groups Feh 28, 2020 1:00 AM Feb 28, 2020 1:00 AM regt account ]
Feb 28, 2020 12:00 AM Feb 28, 2020 12:00 AM RCG2 account [
) 12:00 PM Feb 27, 2020 12:00 PM RCG2 account? (]
Feb 27, 2020 2:00 AM Feb 27, 2020 2:01 AM regl account? B
: ,
6y e + | Page | 1 of3 o+ 4 Displaying 1-20 of 42

Resource Control Groups — Use the Groups tab to add and configure a Group: the account,
the days and off/on times, which Resource Targets are subject to the Group control, and
other features. You can also delete a group and activate > Turn On Now / _I Turn Off Now
controls.

demao ~

GEWS ‘ N2WS Backup & Recovery (CPM) (Q | mnz22020910em

Dashboard Resource Control Groups

Backup Monitor

Recovery Monkor Search resource control g qQ All Users ~ All Accounts ~ 20 records/page v
Recovery Scenario Monitor §
Y + New & Edit Turn On Now O | Delets o Refresh
Reports
Name T User Account Timeout (minutes) Enabled

Accounts

5 1 of 3 resource control groups selected
Policies
REcovery Scanario: v 123 demo account_200116151135 30 Yes

overy 5
schedules ab demo account 200116151135 30 Yes
Agents od demo account_200116151135 30 Yes

S3 R

Worker Configuration

Resource Control Monitor

Resource Control Groups

After configuring a group, you can add resources in the Operation Targets tab. See section
15.2.
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) 2020 1:11 A 5] (27 oy
(Z\E\WS | N2ws Backup & Recovery (CPM) Q | merszornan | B | (F | | @ |
Dashboard . regl
Last Update: Mar 5, 2020 12:54 AM
Backup Monitor
Recovery Monitor Group Details Operation Targets Schedules
= ry Scenario Monitor
% Rep: = Add Backup Targets
nstanc
b Accounts
RDS Databases
Policies Instarces
Recoven
&
Schedules
_ Name Instance Status Region AMI 1D Root Device
¢ Agents
-077441dd85a72e6d5 Target not found US East (N. Virginia)
£ s3Repositories
-0d6abf533c3049e61 Target not found US East (N. Virginia)

% Worker Configuration

ource Control Monitor

Resource Control Groups

Previous Cancel

15.1 Adding a Resource Control Group

In the Resource Control Groups tab, select + New and complete the Group Details screen
fields:

GEWS ‘ N2WS Backup & Recovery (CPM) Q) | Mars.2020 1:13 am ‘ < |

Dashboard New Resource Control Group
Backup Monitor Group Details Operation Targets Schedules
Recovery Monitor
&  Recovery Scenario Monitor Name
®  Reports
[ T User + New Account New
demo s accountt v o
Policies
+ Enabled

+ Agents
Operation Mode

53 Repositories Tumn On/Off

% Worker Configuration

Auto Target Remova

Resource Control Monitor No v

Timeout (minutes)
~

30 °

Hibernate (if possible) Check Hibernation Limitaticns

e Name —Only alphanumeric characters and the underscore allowed (no spaces).
Note: A Group may belong to only one Account.

e Account — Owner of Group. Users are configured for a maximum number of Resource
Control entities. See section 18.
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e Enabled — Whether the Group is enabled to run.
Note: Off/On operations are not allowed for Groups that are Disabled.

e Operation Mode — Two options for controlling operation:
e Turn On/Off — Turn Group on and off according to schedule.
e Turn Off Only — Turn off for an undefined long period of time without having to ever
had the Group turned on.

e Auto Target Removal — Whether a target resource is automatically removed from the
Group if the resource no longer exists in AWS.

¢ Timeout (in minutes) - How long will operation wait in minutes until finished. Default is
30 minutes. Failure from exceeding the timeout does not necessarily mean that the
operation of stopping or starting the resource has failed. The Log will show run status
for each resource.

e Hibernation (if possible) — Whether eligible instances will be hibernated. If enabled,
only instances within the Group’s target resources that are eligible for hibernation by
AWS will be hibernated. See Note on limitations below.

If an enabled Group contains mixed types of instances, only some of which are eligible
for hibernation, then the Off operation will ‘hibernate’ only the eligible instances, while
the remaining instances will ‘stop’.

Note: Select the "Check Hibernation Limitations" link to view current AWS
limitations on hibernating instances. During instance creation in AWS,
hibernation would have been enabled and encryption configured. If the
resource is eligible and the Group is enabled, instances that are ‘stopped’
move to ‘hibernation’ state.

e Description — Optional description of the Resource Control Group function.
After adding a Group, select Next at the bottom of the screen or select the Operation Targets
tab and configure the Operation Targets (section 15.2) and the Off/On Times (section 15.3).

15.2 Adding Resource Targets to a Group

Instances and RDS Databases may be added to the Group.
Note: A Resource Target (Instance or RDS Database) may belong to only one Group.

e Eligible resources within a Group enabled for hibernation that has been stopped have a
Status of ‘stopped-hibernation’.
e The Status column shows whether a target is ‘running’ or ‘stopped’.

Select the Operation Targets tab. In the Add Backup Targets menu, select a resource type to
add to the Group.

Note: It is important to not configure a critical server as part of a Group.

1. If you selected Instances, the Add Instances screen opens. The following instance types are
omitted from Add Instances and not allowed to be part of a Group:
e CPM
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e [nstance-Store type
e Worker - See section 22.

Add Instances

US East (N. Virginia) v Search resources <& Refresh

Name Instance Status Region AMIID

12858 i-D80f1c519d7b2d640 stopped US East (N. Virginia) ami-g4fede
333 1-D4f68c4251bf72e52 stopped US East (N. Virginia) ami-01823¢
proxy-t2-small 1-0350372128ab1107 stopped US East (N. Virginia) ami-07ebfd
remote-agent 1-08d92639¢6c0b2e4d stopped US East (N. Virginia) ami-0e964:
win i-02adcc7477da52910 stopped US East (N. Virginia) ami-01618(

win i-0b336ed785664137¢ stopped US East (N. Virginia) ami-00ch4c

v

2. If you selected RDS Databases, the following screen opens:

o IMPORTANT: You can't take snapshots of stopped RDS instances
US East (N. Virginia) v Search resources & Refresh

DB Instance Multi AZ Storage (GIB) Type

3

Note: If an RDS database is stopped, a regularly scheduled backup will fail.

3. Check the Status column to determine whether a resource is eligible for adding to the
Group.

4. Select one or more resources, and then select Add Selected. Selected resources are
removed from the table.

5. Continue until you are finished and select Close to return to the Operations Targets screen.

6. Select Save to save the Operation Targets selections.

15.3 Configuring Off/On Scheduler

e Scheduling overlapping off and on time ranges is invalid. For example:
e Avresource is turned off at 20:00 on Wednesday and turned on at 23:00 the same day.
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Then, an attempt to schedule the same resource to be turned off on Wednesday at 9:00
and turned off at 22:00 on Wednesday will result in an invalid input error.

1. Select Next to advance to the Schedules tab for the group.
2. Select + New to open a default time range row ready for your changes.

3.

Note:

GEWS N2WS Backup & Recovery (CPM)

Dashboard New Resource Control Group

Backup Monitor Group Details Operation Targets schedules
Recovery Monitor
1 . ; + Ne
& Recovery Scenario Monitor
Y Reports Turn Off Day Turn Off Time Turn On Day
,  Accounts Al v 1z00am (D

Recovery Scenarios

Schedules

¢l Agents

£\ 53 Repositories

% Worker Configuration

Resource Control Monitor

Resource Control Groups

GEWS N2WS Backup & Recovery (CPM)

Dashboard New Resource Control Group

Backup Monitor

Group Details Operation Targets Schedules
Recovery Monitor
+ New
& Recovery Scenario Monitor
® Reports Turn Off Day Turn Off Time Turn On Day
,  Accounts Monday ~ 1z00am (O Tuesday

Palicies

Recovery Scenarios

FE  Schedules

Agents

53 Repositories

“s  Worker Configuration

Resource Control Monitor

Resource Control Groups

4, Select + New to open another time range row.
5. When finished creating the time ranges, select the required time range rows, and then

select Save.
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) | Mar 5, 2020 1:19 AM ‘ demo
—A, L

Turn On Time

12zooam (D

Previous Cancel

In the time range row, select the Turn Off Day and Time and the Turn On Day and Time
values from the drop-down lists, choosing AM or PM as required. After each time selection,
select Apply.

There must be 60 minutes between each operation in order for them to work.

Q ‘ Mar 5,2020 1:21 AM | -

Tumn On Time
12zo0am (D)
Hours: Minutes:
v 00 v
(®) am
PM



CIC’Z\WS | N2ws Backup & Recovery (CPM) Q
Dashboard New Resource Control Group
Backup Monitor Group Details Operation Targets schedules
Recovery Menitor

&  Recovery Scenario Monitor + New pelete

Y Reports /|  Turn Off Day Turn Off Time Turn On Day Turn On Time

s Accounts 2 of 2 active time ranges selected

B Policies v Monday v 1z00am (O Tuesday v 2:00 PM ©
Recovery Scenarios
v| | Wednesday v 1200am (O | | Thursday v | zoem (O

Schedules

2/ Agents

, 53 Repositories

%  Worker Configuration

Resource Contral Monitor

=l Resource Control Groups

15.4 Overriding a Resource Control Schedule

After creating the Group, you can initiate a stop or start action outside of the scheduled times
by selecting the [ Turn On Now or _I Turn OFF Now in the Resource Control Groups tab.

— — .
GQ“WS | N2ws Backup & Recovery (CPM) Q | mars.2om0r2amm | 7 | (%
Dashboard Resource Control Groups
Backup Monitor
Recavery Monitor Q All Accounts v 20 records/page v
“  Re nario Monitor + New & Edit > Turn On Now O Turn Off Now [l Delete & Refresh
®  Reports
MName &  Account Timeout (minutes) Enabled CostS:
v Accounts 1 of 2 resource control groups selected
Policies
A v el accountt 30 Yes Loadin
Recovery Scenarios
RCG2 account1 30 ves Loadin

Schedules

¢ Agents

& 53 Repositories

% Worker Configuration

Control Monitor

15.5 Using Scan Tags with Resource Control

Scan tags for Resource Control can be used to:
e Create a new Group based on an existing Group’s configuration.
e Add aresource to a Group.
e Remove a tagged or untagged resource from a Group.
The tag format is:
Key: cpm_resource_control
with one of the following values:
e Value: <group name> or <group name>:i<based on group>
e |fthe value in <group name> equals ‘gl’, the resource will be added to the g1 group.
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e The template <group name>:<based on group> means, in the case of gl:g2:

If g1 exists, add the resource to gl.
Otherwise, create a new group g1 based on group g2, and add the resource to it.

e Value: no-resource-control - Remove the resource instance or RDS database from the
Group whether it is tagged or not.
e Value: <no value> - Remove the tagged resource instance or RDS database from the

Group.

15.6 Resource Control Reporting

Resource Control provides individual logs of off and on operations and a summary report of all

operations.

The individual log contains timestamps for each step within the operation, from firing to
completion, and is downloadable as a CSV file. To view individual logs, in the Resource Control
Monitor tab, select a group and then select = Log.

Resource Control Log

Time

02/28/2020 2:00:00 AM

02/28/2020 2:00:01 AM

02/28/2020 2:00:01 AM

02/28/2020 2:00:46 AM

02/28/2020 2:01:02 AM

02/28/2020 2:01:02 AM

Level

& Info
@& Info
& Info
& Info
@& Info
@& Info

¢ Download Log

=]

Message

Tu

Tu

Tu

Tu

rn Off operation was fired by schedule

rn Off operation of instance i-077441dd85a72e6d5 started successfully

rn Off operation of instance i-0d6abf533c2049e61 started successfully

rn Off operation of instance i-0d6abf533c3049e61 completed successfully.
rn Off operation of instance i-077441dd85a72e6d5 completed successfully.

rn Off Operation Finished successfully on all Instances/RDS.

Refresh

To download the individual log, select > Download Log.
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H - - resource_control_log_g_2020-01-13_04-57-41 - Excel

File Home Insert Page Layout Farmulas Data Review View Help G Tell me what yq

Al - Je Log Time
A B C

1 |Log Time ILog Type Log
2 | 1/13/20204:57 Info Turn Off operation was fired by schedule: Immediate/ASAP
3 | 1/13/20204:57 Info Turn Off operation of instance i-063cfd80cabl17e715 started successfully
4 | 1/13/20204:57 Info Turn Off operation of instance i-Obdcba2c7h69b0f90 started successfully
5 | 1/13/20204:57 Info Turn Off operation of instance i-092d5a3314bb2295b started successfully
6 | 1/13/2020 4:57 Info Turn Off operation of instance i-0a7382f080e25b858 started successfully

To generate the summary log:

1. Select the Reports tab in the left panel.

2. Select the Immediate Report Generation tab and then select Resource Control Operations
in the Report Type list.

3. Complete the filter and time range boxes.

4, Select Generate Report. The report is automatically downloaded as a CSV file

The Resource Control Operations Report contains information for all saved operations for all
accounts. For each operation it contains:

e Resource Control Operation ID — A sequential number for each operation.

e User — User generating the report.

e Account — The N2WS owner of the Resource Control Group.

e AWS Account Number — The AWS account number of the owner of the resources.

e Resource Control Group — The N2WS Resource Control Group name.

e Status — Operation status.

e Start Time — Start date and time.

e End Time - End date and time.

e Marked for Deletion — Whether the resource is marked for deletion.
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Security Concerns and Best Practices

Security is one of the main issues and barriers in decisions regarding moving business
applications and data to the cloud. The basic question is whether the cloud is as secure as
keeping your critical applications and data in your own data center. There is probably no one
simple answer to this question, as it depends on many factors.

Prominent cloud service providers like Amazon Web Services, are investing a huge amount of
resources so people and organizations can answer ‘yes’ to the question in the previous
paragraph. AWS has introduced many features to enhance the security of its cloud. Examples
are elaborate authentication and authorization schemes, secure APIs, security groups, IAM,
Virtual Private Cloud (VPC), and more.

N2WS strives to be as secure as the cloud it is in. It has many features that provide you with a
secure solution.

16.1 N2WS Server

N2WS Server’s security features are:

Since you are the one who launches the N2WS server instance, it belongs to your AWS
account. It is protected by security groups you control and define. It can also runin a
VPC.

All the metadata N2WS stores, is stored in an EBS volume belonging to your AWS
account. It can only be created, deleted, attached, or detached from within your
account.

You can only communicate with the N2WS server using HTTPS or SSH, both secure
protocols, which means that all communication to and from N2WS is encrypted. Also,
when connecting to AWS endpoints, N2WS will verify that the SSL server-side
certificates are valid.

Every N2WS has a unique self-signed SSL certificate. It is also possible to use your own
SSL certificate.

AWS account secret keys are saved in an encrypted format in N2WS’ database.

N2WS supports using different AWS credentials for backup and recovery.

N2WS Server supports IAM Roles. If the N2WS Server instance is assigned an adequate
IAM role at launch time, you can use cross-account IAM roles to “assume” roles from
the main IAM role of the N2WS instance account to all of the other AWS accounts you
manage and not type AWS credentials at all.

To manage N2WS, you need to authenticate using a username and password.

N2WS allows creating multiple users to separately manage the backup of different AWS
accounts, except in the Free Edition.

16.2 Best Security Practices for N2WS

Implementing all or some of the following best practices depends on your company’s needs and
regulations. Some of the practices may make the day-to-day work with N2WS a bit
cumbersome, so it is your decision whether to implement them or not.
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16.2.1 Avoid using AWS Credentials

By using the N2WS Server instance IAM role and cross-account IAM role, you can manage
multiple AWS accounts without using AWS credentials (access and secret keys) at all. This is the
most secure way to manage multiple AWS accounts and the one recommended by AWS.

16.2.2 Credentials Rotation

Assuming you have to use AWS credentials, you should follow AWS practices. It is
recommended that you rotate account credentials from time to time. See
http://docs.amazonwebservices.com/AWSSecurityCredentials/1.0/AboutAWSCredentials.html#
CredentialRotation

After changing credentials in AWS, you need to update them in N2WS. Select on the account
name in the Accounts management screen and modify the access and secret keys.

16.2.3 Passwords

Create a strong password for the N2WS server and make sure no one can access it. Change
passwords from time to time. N2WS does not enforce any password rules. It is the user’s
responsibility to create strong passwords.

16.2.4 Security Groups

Since N2WS server is an instance in your account, you can define and configure its security
groups. Even though N2WS is a secure product, you can block access from unauthorized
addresses:
e You need HTTPS access (original 443 port or your customized port) from:
e Any machine which will need to open the management application
e Machines that have N2WS Thin Backup Agent installed on them. See section 6.1.
e You will also need to allow SSH access to create and maintain backup scripts.
e Blocking anyone else will make N2WS server invisible to the world and therefore
completely bullet-proof.

Note: The only problem with this approach is that any time you will try to add new backup
agents or connect to the management console or SSH from a different IP, you will
need to change the settings of the security groups.

16.3 Using IAM

N2WS keeps your AWS credentials safe. However, it is preferable to use IAM roles and not use

credentials at all. Additionally, N2WS will not accept root user credentials. To minimize risk, try:
e To provide credentials that are potentially less dangerous if they are compromised, or
e To set IAM roles, which will save you the need of typing in credentials at all.

You can create IAM users/roles and use them in N2WS to:

1. Create a user/role using IAM.

2. Attach a user policy to it.

3. Use the policy generator to give the user custom permissions.
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Warning: Using IAM User credentials is not recommended as they are less secure than using
IAM roles.

An IAM role can also be used in the N2WS Server (for the account the N2WS Server was
launched in) and for instances running N2WS Agent to perform the configuration stage as well
as normal operations by combining some of the policies. You can attach more than one IAM
policy to any IAM user or role.

The permissions the IAM policy must have depend on what you want to policy to do. For more
information about IAM, see IAM documentation: http://aws.amazon.com/documentation/iam/

16.3.1 N2WS Server Configuration Process

AWS credentials in the N2WS configuration process are only used for configuring the new
server. However, if you want to use IAM credentials for the N2WS configuration process, or to
use the IAM role associated with the N2WS Server instance, its IAM policy should enable N2WS
to:

e View volumes instances, tags and security groups

e Create EBS volumes

e Attach EBS volumes to instances

e Create tags
Generally, if you want to use IAM role with the N2WS Server instance, you will need the
following policy and the policies for N2WS Server’s normal operations, as described in the next
section.

Minimal IAM Policy for N2WS Configuration:

{
"Version": "2012-10-17",
"Statement": [
{

"Action": [
"ec2:AttachVolume",
"ec2:AuthorizeSecurityGroupEgress",
"ec2:AuthorizeSecurityGroupIngress",
"ec2:CreateTags",
"ec2:CreateVolume",
"ec2:DescribeAvailabilityZones",
"ec2:DescribelnstanceAttribute",
"ec2:DescribelInstanceStatus",
"ec2:DescribelInstances",
"ec2:DescribeSecurityGroups",
"ec2:DescribeTags",
"ec2:DescribeVolumeAttribute",
"ec2:DescribeVolumeStatus",
"ec2:DescribeVolumes"

1,

"Sid": "Stmtl1374233119000",

"Resource": [
"Wk

1,

"Effect": "Allow"
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16.3.2 N2WS Server IAM Settings

You can use the N2WS Server’s IAM role to manage backups of the same AWS account. If you
manage multiple AWS accounts, you will still either need to create cross-account roles or enter
the credentials for other accounts. If you want to use an IAM user for an account managed by
N2WS Server (or the IAM role), you need to decide whether you want to support backup only
or recovery as well. There is a substantial difference:

e For backup you only need to manipulate snapshots.

e Forrecovery you will need to create volumes, create instances and create RDS
databases. Plus, you will need to attach and detach volumes and even delete volumes. If
your credentials fall into the wrong hands, recovery credentials can be more harmful.

e If you use a backup-only IAM user or role, then you will need to enter ad hoc credentials
when you perform a recovery operation.

e Generally, if you want to use the IAM role with the N2WS Server instance, you will need
a certain policy, or policies, for N2WS Server’s normal operations. For details, see the
N2W Software Knowledge Base article on minimal IAM policies at
https://support.n2ws.com/portal/kb/articles/what-are-the-required-minimal-aws-
permissions-roles-for-com-operation

Warning: Using IAM User credentials is not recommended as they are less secure than using
IAM roles.

You can check on the permissions required for AWS services and resources, such as backup,
RDS, and DynamoDB, and compare them to the policies which cover the requirements. In the
Accounts tab, select an account and then select =c Check AWS Permissions. To expand a line,
select its down arrow .

N2WS Backup & Recovery (CPM) ) | mars.20201:20am

A
CN2ws

Accounts

Permission Check for Account: Account2_BK A =

Account Number: 726541571499
) & Refresh

Connected As: AWS Role ‘My-l1AM-Role-Full-Access

Policies
O e + & BackupCore - All Permissions Granted
» action
AK-5K-P1
P resourc
S palicies
b effect
Acct2 Bk
» & RDSBackup - All P sions Granted
» @& Recovery - All Permissions Granted
» @ RecoveryDR - All Permissions Granted
» & RecoveryRDS - All Permissions Granted
- -

e To download a CVS report, select <> Permissions Check Report.
e To download a JSON file, select ] AWS Permissions Summary.
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16.3.3 Configure N2WS’ IAM Role with CloudFormation

CloudFormation is an AWS service that allows you to treat a collection of AWS resources as one
logical unit. CloudFormation provides a common language for you to describe and provision all
the infrastructure resources in your cloud environment, across all regions and accounts in an

automated and secure manner.
The IAM role will automatically contain the required permissions for N2WS operations.

See section 20.
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17  Alerts, Announcements, Notifications and
Reporting

N2WS manages the backup operations of your EC2 servers. In order to notify you when
something is wrong and to integrate with your other cloud operations, N2WS allows sending
alerts, notifications and even raw reporting data. And when something is not wrong, N2WS can
send you an announcement of interest, such as a new feature or money-saving promotion.

So, if you have a network operations center (NOC), are using external monitoring tools or just
want an email to be sent to the system administrator whenever a failure occurs, N2WS has an
answer for that.

17.1 Alerts

Alerts are notifications about issues in your N2WS backup solution. Whenever a policy fails, in
backup or DR, an alert is issued so you will know this policy is not functioning properly. If there

are current alerts, the Alerts icon E in the toolbar has a number to show you how many there
are. Select Alerts @ to open the Alerts list.

ackup & y (CPM) () | wars.2020 135 am | /s

& Refresh
Time Severity Category Message
Policies
& Accounts Mar 5, 2020 1:00 AM Q Error Resource Contro Group regt (user deme, account accountt) - Tur

cessful Turn On/Off Resource Operation was &

AK-SK-P1

. Group RCG2 (user: demo, account: account1) - Tu
Mar 5, 2020 12:00 AM Q Error Resource Contro . o e
successful Turn On/Off Resource Operation was : 5 policies

Group

> RCG2 (user: demo, account: account1) - Tu
Mar 4, 2020 12:00 PM Q Erro Resource Contro . .
successful Turn On/Off Resource Operation was &

¢ ¢ & | Page |1 of2 o+ 4 Displaying 1 - 20 of 27

Later, when the policy succeeds, the alert is turned off or deleted, so you will know that the
issue is resolved. Alerts can be issued for failures in backup and DR, as well as general system
issues like license expiration, for relevant installations.

Depending on the resolution of the output device, a list of Alerts is automatically shown under
the Dashboard. The Dashboard list shows the same information except for an abbreviated
message and is grouped by functional category, such as Backup and Resource Control.
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You can manage the number of Alerts shown by selecting alerts to remove in the toolbar Alerts
list and then selecting " Delete.

17.2 Pull Alerts

If you wish to integrate N2WS with 3™ party monitoring solutions, N2WS allows API access to
pull alerts out of N2WS. A monitoring solution can call this APl to check if N2WS has alerts.
When calling this API, the caller receives the current alerts in JSON format. The call is an HTTPS
call, and if you configured N2WS server to use an alternate port (not 443), you will need to use
that port for this API call as well. N2WS requires an authentication key from the caller. Every
N2WS user can define such a key to get the relevant alerts. The root user can also get relevant
alerts from other managed users, but not from independent users.

To configure an API call:

1. Inthe toolbar, select Settings in the User menu.
2. Inthe User Settings panel, select the API Access tab.

=
Jan 19, 2020 6:06 PM ‘ | f\ ‘ '1._\‘:_.(-7 ’) le::j}demov

&EWS | N2ws Backup & Recovery (CPM) @)

@ Exit User Settings APl Access

W Userinfo v| API Access

& Change Password

Notifications
5b812bdfoe71d84def0531491024c0ea6f5ch3759901902290997125392d2382eb798b4435 Generate Api Authentication Key
4293176e508a1a9367e0c7a5b760b39e80a2eC

3. To enable access and generate an Authentication Key, select API Access.
4. To generate a new Authentication Key and invalidate the current, select Generate API
Authentication Key.

5. After enabling and setting the key, you can use the API call to get all alerts:
https://{{host}}/api/alerts
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A simple example of Python is:

d:\tmp>python

Python 2.7.2 (default, Jun 12 2011, 15:08:59) [MSC v.1500 32 bit (Intel)]

on win32

Type "help", "copyright", "credits" or "license" for more information.
>>> import urllib2, json

>>> server address = 'ec2-54-228-126-14.compute-1.amazonaws.com’

>>> server port = 443

>>> authkey =
'afb488681baf0132fel190315e87731£883a7dac548c08cf58balbaddc7006132a

a74f99%ab07eff736477dca86bd60adbla’bfe826elofdbc’

Q

>>> url = 'https://%$s:%d/agentapi/get cpm alerts/' % (server address,
server port)

>>> url

'https://ec2-54-228-126-14.compute-
l.amazonaws.com:443/agentapi/get cpm alerts/'

>>> request = urllib2.Request (url)

>>> request.add header ("Authorization", authkey)
>>> handle = urllib2.urlopen (request)

>>> answer = Jjson.load (handle)

>>> handle.close ()

>>> answer

[{u'category': u'Backup', u'message body': u'Policy win server (user:
root, account: main) - backup that started at 07/20/2013 09:00:00 AM
failed. Last successful backup was at 07/20/2013 08:00:00 AM',
u'severity': u'E', u'title': u'Policy win server Backup Failure',
u'alert time': u'2013-07-20 06:00:03', u'policy': {u'name':

u'win server'}}, {u'category': u'Backup', u'message body': u'Policy
web servers (user: root, account: main) - backup that started at
07/20/2013 09:20:03 AM failed. Last successful backup was at 07/20/2013
08:30:00 AM', u'severity':u'E', u'title': u'Policy web_ servers Backup
Failure', u'alert time': u'2013-07-20 06:22:12', u'policy': {u'name':
u'web servers'}}]

>>>

The JSON response is a list of alert objects, each containing the following fields:
e category
o title
e message_body
e alert_time (time of the last failure)
e policy
e severity
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17.3 Using SNS

N2WS can also push alerts to notify you of any malfunction or issue via SNS. To use it, your
account needs to have SNS enabled. SNS can send push requests via email, HTTP/S, SQS, and
depending on location, SMS.

With SNS you create a topic, and for each topic there can be multiple subscribers and multiple
protocols. Every time a notification is published to a topic, all subscribers get notified. For more
information about SNS, see https://aws.amazon.com/sns/.

N2WS can create the SNS topic for you and subscribe the user email defined in the
configuration phase. To add subscribers, go to the SNS Dashboard in the AWS Management
console), add a recipient, and choose a protocol (SMS, HTTP, etc.), A link to this console is in the
N2WS’ notifications screen.

For the small volume of SNS messages N2WS uses, there is usually no cost or it is negligible. For
SNS pricing see https://aws.amazon.com/sns/pricing/.

17.3.1 Configuring SNS

To configure users for SNS:

In the toolbar, select Settings in the User menu

Select the Notifications tab in the User Settings panel.

For each of the boxes, select a value from its list.

Depending on the type of credentials selected in the Authenticate using box, you may be
prompted with additional boxes:

e CPM Instance IAM Role — Requires no additional selections.

e Account — Select the Account name or add a new Account by selecting + New.

e |AM User Credentials — Enter the AWS Access and Secret keys.

el NS -

(CN\EWS | N2ws Backup & Recovery (CPM) Q | more.202030em | B | L8] 552 | D) | (@) demo

@ Exit User Settings Notifications

@ userInfo SNS Region

& Change Password US East (N. Virginia) v

Open SNS Management Cansole

API Access

Authenticate using

CPM Instance IAM Role ~

Enable Push Alerts

Enable Daily Summary

To use SNS:

e You will need to enter AWS account credentials for the SNS service.
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There is one notifications configuration per user, but there can be multiple AWS
accounts (where applicable).

SNS credentials are not tied to any of the backed-up AWS accounts. You can choose a
region, and enter credentials, which can be regular credentials, IAM user. See section
16.3. To use the N2WS Server instance’s IAM role (only for the root user), type

use iam role for both access and secret keys.

If you are the root (main) user, you can choose whether to include or exclude alerts
about managed users. See section 18.2.

Root/admin users, and independent users who oversee managed users, can also
configure a managed user to receive alerts directly by selecting the user in the User list
and setting the notification properties described in sections 17.4 and 17.5.

SNS is used both for push alerts and for sending a daily summary.

17.4 Push Alerts

Push alerts use SNS to send notifications about malfunctions and issues in N2WS’ operation.

To enable push alerts:

1. Inthe Notifications tab of the User Settings panel, select Enable Push Alerts.
2. Define the Alerts Topic by selecting one of following options in the list:

To create a new topic, select Auto Generate New Topic. Optionally, you send the topic
to the user by selecting Add User Email as Recipient.

To use a current topic, select Use Existing Topic. Enter the name in the Alerts Topic
Name box. Or, you can copy the topic’s ARN from the SNS tab of the AWS Management
Console and paste it in the box.

3. To have the user also receive the alert as email, select Add User Email as Recipient. The
recipient will receive a message requesting subscription confirmation before receiving
alerts.

17.5 Daily Summary

The Daily Alert Summary is a message that is sent once a day, summarizing all current alerts,
and some policy warnings, in the system. It can be configured instead of, or in addition to,
regular alerts. It can be useful for several reasons:

If you are experiencing issues frequently it sometimes reduces noise to get a daily
summary. Furthermore, since backup is the second line of defense, some people feel
they do not need to get an instant message on every backup issue that occurs.

Even if there are no issues, a daily summary is a reminder that all is ok. If something
happens and N2WS crashed altogether, and your monitoring solution did not report it,
you will notice the Daily Summary will stop.

The Daily Summary contains a list of policies which are disabled and policies that do not
have schedules assigned to them. Although neither is an error, sometimes someone can
accidentally leave a policy disabled or without a schedule and not realize that it is not
working.
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& Userinfo

& Change Password US East (. Virginia) 2

API Access

Enable Push Alerts

Add User Email as Recipient

To configure the Daily Summary:
1. Inthe Notifications tab of the User Settings, select Enable Daily Summary.
2. Define the Daily Summary Topic by selecting one of following options in the list:
e If you want to use the Alert topic for summaries, select Use Same Topic as Alert.
e To create a new topic, select Auto Generate New Topic.
Note: There is an advantage of using a separate topic since sometimes you want

different recipients: It makes sense for a system admin to get alerts by SNS
and to get the daily summary by email only. The display name of the topic

appears in the message and in emails it appears as the sender name. With

separate topics, it is easier to distinguish alerts.

3. If you selected Auto Generate New Topic, select Add User Email as Recipient to have the
user also receive the summary as email.

4. Inthe Send Daily Summary At @ list, select the hour and minutes to send the notification.

17.6 Raw Reporting Data

You can download two raw data reports in CSV format (Comma Separated Values). These
reports are for the logged-in user. For the root user, they will include also data of other
managed users. These reports include all the records in the database; you can filter or create
graphic reports from them by loading them to a spreadsheet or reporting tool. The two reports
combined give a complete picture of backups and snapshots taken by N2WS.

To download the CSV reports:

1. Inthe left panel, select Reports.
2. For the backup view report, in the Report Types list, select Backup.
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GEZ\WS l N2WS Backup & Recovery (CPM) Q ‘ Mar 5, 2020 10:53 AM ‘ 3 | f__zf‘ {é} | @ | @demov

Dashboard Reports

4 Backup Monitor Scheduled Reports mmediate Report Generation
% Recovery Monitor

& Recovery Scenario Monitor

All Report Types ~

» Accounts Audit
Name pe Schedules Enabled
Policies Backup

nnnnnn Protected Resource

Schedules

£l Agents Snapsh:

ot

E. 53 Repositories

s Worker Configuration

E Resource Control Monitor

Resource Control Groups

3. For the snapshot view report, in the Report Types list, select Snapshot.
4. For further details on Scheduled Reports, see section 17.9.1.
5. Select ® Run Now.

17.6.1 Backup View CSV Report

This report will have a record for each backup (similar to the Backup Monitor) with details for
each of the backups:
e Backup ID — A unique numerical ID representing the backup.
e Account — Name of the AWS account if the system has multiple users and the user
downloading the report is root.
e AWS Account Number —ID of the AWS account.
e Policy — Name of the policy.
e Status — Status of the backup, same is in the Backup Monitor.
e DR Status — Status of DR, same as in the Backup Monitor.
e Start Time — Time the backup started.
e End Time — Time the backup ended.
e Is Retry — Yes if this backup was a retry after failure, otherwise no.
e Marked for Deletion — Yes if this backup was marked for deletion. If yes, the backup no
longer appears in the Backup Monitor and is not recoverable.

17.6.2 Snapshot View CSV Report

This report will have a record for each EBS or RDS snapshot in the database:
e Backup ID — ID of the backup the snapshot belongs to. Matches the same snapshots in
the previous report.
e Account — Name of the AWS account.
e AWS Account Number — Number of the AWS account
e Policy — Name of the policy.
e Status — Backup status of success or failure.
e Region — AWS region.
e Type — Type of snapshot: EBS, RDS or EBS Copy, which is a DR copied snapshot.
e Volume/DB/Cluster — AWS ID of the backed up EBS volume, RDS database, or cluster.
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e Volume/DB/Cluster Name — Name of backed up volume, database, or cluster.

e Instance — If this snapshot belongs to a backed up EC2 instance, the value will be the
AWS ID of that instance, otherwise it will contain the string: None.

¢ Instance Name — Name of instance.

e Snapshot ID — AWS ID of the snapshot.

e Succeeded —Yes or No.

e Start Time — Time the snapshot started.

e End Time — Time the snapshot ended.

e Deleted At — Time of deletion, or N/A, if the snapshot was not deleted yet.

17.6.3 Keeping Records After Deletion

By default, when a backup is marked for deletion, it will be deleted right away from the N2WS
database, and therefore not appear in the reports. There are exceptions, such as if N2WS could
not delete all the snapshots in a backup (e.g. a snapshot is included in an AMI and cannot be
deleted). Sometimes you need to save records for a period of time after they were marked for
deletion for compliance, such as General Certificate of Conformity (GCC). To keep records after
deletion, see section 9.4.

17.7 Usage Reports

In addition to the raw reports, you can also download CSV usage reports. A usage report for a
user will give the number of AWS accounts, instance and non-instance storage this user is using.
This can be helpful for inter-user accounting.

1. Inthe left panel, select the Reports tab.
e For the usage report (current user), select Usage in the Report Types list and your user
name in the Users list.
e To get the usage report (all users) for the root user, select Usage in the Report Types
list and All in the Users list.
2. Select ® Run Now.

17.8 Protected and Unprotected Resources Reports

The protected and unprotected resources reports provide information about the AWS
resources with and without backup protection.

1. Inthe left panel, select the Reports tab.
e For the unprotected/protected resources report (current user), select Unprotected or
Protected Resources in the Report Types list and your user name in the Users list.
e To get the unprotected/protected resources report (all users) for the root user, select
Unprotected or Protected Resources in the Report Types list and All in the Users list.
2. Select ®Run Now.
3. When you are notified that the report has completed, check your Downloads folder.

131



2WS

AWS resources that are tagged with key:’cpm backup’, value:’no-backup’ will be ignored. Also,
see section 14.1.5.

17.8.1 Protected Resources

The protected resources report contains information about the AWS resources with backup
policies.

e User Name (on all users reports)

e ID for the resource

e AWS resource name

e Region

e Polices

e Schedules
The protected resources report is available immediately for the current user or all users
depending on the account type.
The protected resources report is also available as a Scheduled Report. See section 17.9.

17.8.2 Unprotected Resources

The unprotected resources report contains information about the AWS resources that do not
have backup policies.

e Resource Type

e Name of resource

e Resource ID

e Region
e Partial

e Account
e User

e Count of number of unprotected resources per resource type.

17.9 Reports Page

As part of the N2W Software plan of moving toward a robust reporting module, version 3.0.0
has all Reports accessible from the Reports tab in the left panel.

The reports will be available in your Downloads folder. Reports are for the logged-in user. For
the root user, the reports will also include the data of other managed users.

17.9.1 Scheduled Reports

Scheduled Reports allow you to create a schedule for each report. In order to receive a
Scheduled Report, configure at least one recipient email address and the SES service for that
email. See section 18.7.

You can run reports outside of a schedule and create ad hoc reports for download:

e Inthe Scheduled Reports tab, Run Now generates a defined Scheduled Report and
sends emails to its recipients.
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e Inthe Immediate Report Generation tab, you can define a new report for immediate
download.

See section 17.9.3.

By default, the Reports page opens with a list for all reports which have been scheduled. To
narrow the list, use the search box, or the filters for report type, user, and schedule.

: 5 3 | 55 (Q
GZ\WS | N2ws Backup & Recovery (CPM) Q | wars.2001051am | | 22| 4k | @) | @ demo~
Dashboard Reports
& Backup Monitor Scheduled Reports mmediate Report Generation
% Recovery Monitor
& Recovery Scenario Monitor
Q t v v ) reco v

+ CR

,  Accounts
Name & ReportType Schedules Enabled

Policies
Recovery Scenarios backup-dr
Schedules

¢l Agents

£ S3Repositories

¥, Worker Configuration

#»  Resource Control Monitor

=1 Resource Control Groups

Filters are available based on the chosen Report Type. Depending on the report, you can filter
the results as follows:

e Audit — Filter for User and From/To Date/Time

e Backups — Filter for Account and From/To Date/Time

e Protected Resources Report — Filter for User and Account

e Resource Control Operation Report — Filter for Account and From/To Date/Time

e Snapshots - Filter for Account and From/To Date/Time

e Usage - Filter for User and From/To Date/Time — The default is a summary report;

select Detailed for a detailed report.
e Unprotected Resources - AWS resources that do not have backup policies.

17.9.2 Defining a Scheduled Report

Reports are run according to their defined schedule and immediately using ® Run Now.
Schedules reports must include at least one email recipient.

To create a scheduled report:

1. Select the Scheduled Reports tab and then <+ New.
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‘& Recovery Monitor Chaose Report Type ~

@  Recovery Scenario Monitor
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demo v o
» Accounts

Policies ~| Enabled

Recovery Scenario:

Schedules Schedules

g Agents None v o

E 53 Repositories Reciplent
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%= Resource Control Monitor
=] Resource Control Groups User to Filter by Account to Filter by

None v None ~

4, Enter a name for the new report and choose the Report Type.

5. By default, the report is enabled. To disable the Schedule Report, clear Enabled.

6. Inthe Schedules list, select one or more schedules. To create or edit a schedule, see section
4.1.1.

Note: You can create a Scheduled Report without a schedule and edit the report later
after creating the schedule.

7. In the Recipients box, enter the email address of recipients, separated by a semi-colon (*;’).

8. Select from the filters presented for the Report Type.

9. Inthe Include Records From Last boxes, you can select the number (first list) of Days,
Weeks, or Months (last list) to include in the report. The default is all available records.

10. In the Description box, enter an optional informative description.

11. Select Save.

17.9.3 Running Reports Outside Their Schedule

To run a Scheduled Report and send emails to its recipients immediately:

In the Scheduled Reports tab, select the report in the list and then select ® Run Now.

=S
s | !
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To define a new report and download it immediately:

1. Select the Immediate Report Generation tab.

2. Select a Report Type and one or more filters depending on the Type selected, as listed
above in section 17.9.1.

GEWS | N2ws Backup & Recovery (CPM) Q | marsoommwsiam | = | L3

Dashboard Reports

Backup Monitor

Scheduled Reports Immediate Report Generation

Recovery Monitor

#  Recovery Scenario Monitor Report Type
Backup w

»  Accounts User to Filter by Account to Filter by

Policies All hd A v

Recovery Scenarios

_ From Time To Time

Schedules

Clear time fields

2 Agents

%  Worker Configuration

Resource Contral Monitor

=] Resource Control Groups

3. Tofilter the report data by date and time, select Calendar and choose the From and To
date and time values. Select Apply after each definition.

< March 2020 > Hour: Minutes:
Dashboard Reports Su Mo Tu We Th Fr Ss 10 v 57 v
1 2 3 4 E 6 ®) AM
Backup Montior Scheduled Repor B,
9 12 4
M
Recovery Monitor "
5 16 17 8 19 20 20
Recovery Scenario Monitor Report Type
3 2 % 27 28
Backup
9 30 3
ool User to Filter by & Today
Policies A
Erom Time
Schedules
Clear time fields

Agents

*%%  Worker Configuration

Resource Control Monitor

Resource Control Groups

4. Select Generate Report.

The output will be downloaded by your browser.

17.10 Examples of AWS Alerts

AWS uses SNS to provide a number of N2WS alert services by subscription.

17.10.1 Subscription Confirmation Alert

After subscribing to CPM Alerts in AWS, you will receive an email with a confirmation link:
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CPM Alerts <no-reply@sns.amazonaws.com = @ M2WS Customer
CA N - .
AWS Notification - Subscription Confirmation

You have chosen to subscribe to the topic:
arnzaws:sns:us-east-1:257642651107:cpm_alerts_topic

To confirm this subscription, click or visit the link below (If this was in error no action is necessary):
Confirm subscription

Pleass do not reply directly to this email. f you wish to remove yourself from recedving all future SNS subscription confirmation requests please send an emad to Fns-opt-out

Select the Confirm subscription link. You will receive a subscription confirmation email:

amazon , o )
webservices- simple Motification Service

Subscription confirmed!

You have subscribed n2ws_cust@compa.com to the topic:

Your subscription’s id is:
arn:aws;:sns:us-east-1:257642651187:cpm_alerts_topic:e58b8543-39ef-4d@s-
Babd-c98936e7d4tl

If it was not your intention to subscribe, dick here to unsubscribe.

17.10.2 Daily Summary Alert

Following is an example of a CPM Daily Summary where all AWS functions were OK:

CPM Alerts <no-reply@sns.amazonaws.com: © N2WS Customer

CA
CPM Daily Summary - All OK

CPM Daily Summary - All OK for user demo (and managed users)

Reporting CPM Server: N2W Internal (i-0df161304d594b53f) - CPM Server (fa516eb8-8d27-4c6e-8204-ea2b5bf799¢5):

Policies with no schedules:
policyl (user: demo)
cpmdata (user: demo)

If you wish to stop receiving notifications from this topic, please click or visit the link below to unsubscribe:
https://sns.us-east-1.amazonaws.com/unsubscribe.html|?SubscriptionArn=arn:aws:sns:us-east-1:726541571499:cpm _alerts topic:865ee71d-88b9-4056-974f-c

Please do not reply directly to this email. If you have any questions or comments regarding this email, please contact us at https://aws.amazon.com/support

17.10.3 Unprotected Resources Alert

Following is an example of an alert that the unprotected resources report is available:
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CPM Alerts <no-reply@sns.amazonaws.com: © N2WS Customer

Unprotected Resources

CPM Server - CPM Server (da91c303-84e8-4e20-at9e-5daab99dc7e0):
The unprotected resources report creation is complete.

If you wish to stop receiving notifications from this topic, please click or visit the link below to unsubscribe:
https://sns.us-east-1.amazonaws.com/unsubscribe.html?SubscriptionArn=arn:aws:sns:us-east-1:257642651107:cpm_alerts topic:e58b8543-39ef-4d05-8abg

Please do not reply directly to this email. If you have any questions or comments regarding this email, please contact us at https://aws.amazon.com/support

17.11 Announcements

In version 3.0.0, Announcements were introduced as a method for N2WS to communicate
directly to users about non-operational topics, such as promotions and other sales-related
information.

In the Toolbar, Announcements E shows the number of unread announcements waiting in
the user’s mail box. In the Announcements inbox panel, select an announcement to open.

Announcements

to all regions to all regions E3 Mark as unread

this is a new message

After selecting an announcement, you can reset the message status by selecting == Mark as
Unread in the upper right corner of the message.
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18 N2WS User Management

N2WS is built for a multi-user environment. At the configuration stage, you define a user that is
the root user. The root user can create additional users (depending on the edition of N2WS you
are subscribed to). Additional users are helpful if you are a managed service provider, in need
of managing multiple customers from one N2WS server or if you have different users or
departments in your organization, each managing their own AWS resources. For instance, you
may have a QA department, a Development Department and IT department, each with their

oo

own AWS accounts. Select 8% Server Settings > Users.

GEWS | N2ws Backup & Recovery (CPM) Q | wrszomuoan | | 2

@ Exit Server Settings Users

. © 2 users defined, out of 65535 maximum allowed
£, General Settings

%  Identity Provider € Q
?  Account Registration + New 2 Refresh

Patche:
User Name a  UserType Accounts Policies Authentication Managed Users

2 Agents Configuration

. demo Admin/Root 5 accounts 7 policies Local
i Activation Key Update

1 ndependent Local

Following are the types of users you can define. Delegate users are defined after users are
created.

e Independent

e Managed

18.1 Independent Users

Independent users are completely separate users. The root user can create such a user, reset its
password, and delete it with all its data, but it does not manage what this user’s policies and
resources. Independent users can:

e Log-into N2WS

e Create their own accounts

e Manage their backup

e Mange policies and resources of managed users that were assigned to them
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Independent users can have Managed users assigned to them by the root/admin in the Users
management screen. An Independent user can log on, manage the backup environment of their
assigned Managed users, and receive alerts and notifications on their behalf.

18.2 Managed Users

Managed Users are users who can log on and manage their backup environment, or the
root/admin user or independent user, can do it for them. The root user can perform all
operations for managed users: add, remove and edit accounts, manage backup policies, view
backups and perform recovery. Furthermore, the root user, or independent user, can receive
alerts and notifications on behalf of managed users. The root/admin user can also configure
notifications for any managed user and independent users can configure notifications for their
managed users (section 17.3.1.) To create a managed user, select + New and choose Managed
as the User Type. If the root user does not want managed users to login at all, they should not
receive any credentials.

Managed users may be managed by Independent users. See section 18.1.

18.3 User definitions

When editing a user, the root user can modify email, password, type of user, and resource
limitations.

Note: The user name cannot be modified once a user is created.
Note: Users who are created in N2WS via IdP integration (section 19) cannot be edited,
only deleted.

To define users:

1. If you are the root or admin user, in the toolbar, select @ Server Settings.
2. Inthe left panel, select the Users tab. The Users screen opens.
3. Select + New.
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@ Exit Server Settings MNew User

%, General Settings

% identity Provider
’  Account Registration
Patches

¢ Agents Configuration Jser Type

©f Activation Key Update ®) Managed ndependent

Allow File Level Recovery

Allow Cost Explorer

-~
~

Max DynamoDB Tables (GiB) Max Controlled Entities
-~
~

Nowna

To enable Cost Explorer calculations:

Max Number Of Accounts Max Number Of Instances

O ‘ Mar 5, 2020 11:03 AM ‘ > | L"st

In the User name, Email and Password boxes, type the relevant information.
Select the User Type option. For type details, see sections 18.1 and 18.2.
If the user can recover at file level, select Allow File Level Recovery.

e Select Allow Cost Explorer. The default is to deny the calculations.
e In AWS, allow the CPM Cost Explorer feature. See section 18.3.1.

e Forinformation about Cost Explorer, see section 25.

$
20
el]

@) | ©) demo

Cancel

8. Inthe Max Number of Accounts, Max Number of Instances, Max Non-instance EBS (GiB),
Max RDS (GiB), Max Redshift Clusters, Max DynamoDB Tables (GiB), and Max Controlled

Entities boxes, select the value for the respective resource limitation from its list.

The value for Max Controlled Entities is the maximum number of allowed instances and

RDS database resources.

Note:

If you leave these resource limitation fields empty, there is no limitation on

resources, except the system level limitations that are derived from the licensed

N2WS edition used.

18.3.1 Configuring AWS to Allow CPM Cost Explorer Calculations

In order to allow CPM Cost Explorer calculations in AWS, users must add cost allocation tags

once.

To activate user cost allocation tags:

1. Signintothe AWS Management Console and open the Billing and Cost Management
console at https://console.aws.amazon.com/billing/home#/.

2. Inthe navigation pane, choose Cost Allocation Tags.

3. Select the tags to activate:
e cpm_server_id
e cpm_policy_name


https://console.aws.amazon.com/billing/home#/

2WS

4. Choose Activate.
See http://docs.aws.amazon.com/awsaccountbilling/latest/aboutv2/activating-tags.html

18.4 Delegates

Delegates are a special kind of user, which is managed via a separate screen. Delegates are
similar to IAM users in AWS:

e They have credentials used to log on and access another user’s environment.

e The access is given with specific permissions.

Warning: Using IAM User credentials is not recommended as they are less secure than using
IAM roles.

For each user, whether it is the root user, an independent user or a managed user, the A
Manage Delegates command in the Users list screen that opens the Delegates screen for that
user. Selecting an existing entry in the Delegates column also opens the Delegates screen for
that user

&WS | N2WS Backup & Recovery (CPM) C:) Mar 5, 2020 11:04 AM | : ‘ f_ﬂa| él::\r: @:I ‘ e

> 5 <
@ Exit Server Settings Delegates

#, General Settings

2 y
dentity Provider Delegate Name Authentication Allow Recovery Allow Account Changes Allow |

[#  Account Registration
Patches
+  Agents Configuration

| Activation Key Update

You can add as many delegates as needed for each user and also edit any delegate’s settings:

To add a new delegate:
Note: Once a user is defined as a delegate, the name cannot be changed.

1. Select a user.
2. Select & Manage Delegates and then select + New.
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GEWS | N2ws Backup & Recovery (CPM) Q | warsz00vm0sam | 5

@ Exit Server Settings New Delegate

%, General Settings Delegate Name Email

% identity Provider

Password Confirm Password
Account Registration

Patches
% Agents Configuration

o Activation Key Update Perfarm Recovery Change Accounts Change Backup

3. Inthe Delegate Name box, type the name of the new delegate.

Enter a valid Email and set the Password.

Permissions are denied by default. To allow permissions, select the relevant ones for this

delegate:

e Perform Recovery — Can perform recovery operations

e Change Accounts — Can add and remove AWS accounts as well as edit accounts and
modify credentials

e Change Backup - Can change policies: adding, removing and editing policies and
schedules, as well as adding and removing backup targets

v e

By default, all are denied, which means that the delegate will only have permissions to view
the settings and environment and to monitor backups.

e Allowing all permissions will allow the delegate the permissions of the original user except
for notification settings.

e For delegates of the root/admin user, they will not be able to change notification settings,
General Settings, or manage users.

When in Edit mode, the root user can reset passwords for delegates.

18.5 Usage Reports

The root user can also use the user management screen to download CSV usage reports for
each user, which can be used for accounting and billing. The usage report will state how many
accounts this user is managing, and for each account, how many instances and non-instance
storage is backed up.

Reporting is now available for daily tracking of resources that were configured as a backup
target on each policy. The Reports tab contains two levels of detail for Usage Reports. Users
can download the following Usage Reports, both of which are filterable by user and timeframe.
The report can be created as a Scheduled Report or for Immediate Report Generation. In each
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case, select Detailed for usage per account or Anonymized for aggregated account usage per
user.

GEWS | N2ws Backup & Recovery (CPM) Q | marszomusan | B | LB] 585 | D) | @) demo v

Dashboard Reports

¥, Backup Monitor scheduled Reports Immediate Report Generation

% Recovery Monitor

& Recovery Scenario Monitor Report Type

»  Accounts User to Filter by
Policies A ~

Recove

Schedules

: & 8
Agents
£ S3Repositories Detailed Anonymized
figuration
Note: Data saved to the reports is compliant with the EU’s General Data Protection

Regulation (GDPR).

18.6 Audit Reports

N2WS will record every operation initiated by users and delegates. This is important when the
admin needs to track who performed an operation and when. By default, audit logs are kept for
30 days. The root user can:
e Modify the audit log retention value in the Cleanup tab of the General Settings screen.
See section 9.4.
e Download audit reports for specific users or delegates by selecting audit report in the
users or delegates screen.
e Download the audit report for all users by selecting the link audit report (all users) at
the bottom of N2WS’ main screen.
Included in the audit reports are:
e Atimestamp.
e The event type.
e A description of the exact operation.
e Inthe report of all users, the user with delegate information, if any.

18.7 Configuring for SES

Amazon Simple Email Service (SES) is a cloud-based email sending service that N2WS uses to

effortlessly distribute reports. The AWS SES parameters are configured in Server Settings >
General Settings.
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Note: Currently, the only regions that are available for the SES service are Asia Pacific
(Mumbai), Asia Pacific (Sydney), EU (Frankfurt), EU (Ireland), US East (N. Virginia), US
West (Oregon).

To allow N2WS to configure the AWS SES parameters:

In the toolbar, select Server Settings > General Settings.
Select the Simple Email Service tab.
Select Enable SES Configuration.
Complete the parameters:
e Sender Email Address — The ‘From’ e-mail address.
e Verify Email Address — Select to verify address.
e SES Region — Select the region for the SES service.
e Authentication Method — Select a method and supply additional information if
prompted:
e |AM User Credentials — Enter AWS Access and Secret keys.
e CPM Instance IAM Role — Additional information is not needed.
e Account — In the Account list, select one of the CPM accounts defined in the
Accounts tab.
5. When finished, select Save to confirm the parameters.

PwWhE

GEWS | N2ws Backup & Recovery (CPM) Q | arszzrmasan | 0 | 2| b | B) | (@) demo v

@ Exit Server Settings General Settings

eneral Settings CPM Server Proxy Security Capture VPC Tag Scan Cleanup Simple Email Service

0 currently saved email address “avner.taloz@gmail.com” is not verified Send Verification Emal
%, Identity Provider
! Account Registration ~ Enable SES Configuration
Patches
Agents Configuration -
= & myaccount@mycempany.com | Verify Emall Address

f  Activation Key Update

Amazon will respond with an Email Address Verification Request for the region to the defined
address. The Amazon verification e-mail contains directions for completing the verification
process, including the amount of time the confirmation link is valid.

Currently, the Scheduled Reports are sent using the defined SES email identity if the reports are
run with Schedules or the Run Now option.
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19 N2WSIdP Integration

N2WS supports users configured locally (local users) and users configured using the
organization’s federated identity provider (IdP).
e Local users are created and managed using the N2WS User Management capabilities
described above.
e |dP users are users whose credentials are received from the organization’s IdP. N2WS
can be configured to allow users in the organization’s IdP system to login to N2WS using
their IdP credentials. Integration with IdP systems is performed using the SAML 2.0
protocol.
e N2WS supports:
e Active Directory (AD) 2012 and 2016. If using SAML 2.0, AD 2019 also supported.
e Azure Active Directory-based Single Sign-On (SSO)
e |DP vendors who support SAML 2.0

Note: The N2WS root user can only login through the local user account even when N2WS
is configured to work with IdP.

Configuring N2WS to work with IdP consists of the following:
e Configuring the IdP to work with N2WS
e Configuring N2WS to work with the IdP
e Configuring N2WS Groups in N2WS
e Configuring N2WS Groups and Users in IdP

19.1 Configuring IdPs to Work with N2WS

N2WS supports the SAML 2.0 protocol for integration with IdP systems. N2W Software qualifies
only certain IdP systems internally, but any SAML 2.0 compliant IdP system should be able to
work smoothly with N2WS.

19.1.1 Prerequisites to IdP Integration with N2WS

Prior to configuring N2WS to work with an IdP system, it is required that N2WS be configured in
the IdP system as a new application. Consult the IdP system’s documentation on how to
configure a new application.

Note: When configuring N2WS as a new IdP application, verify that:

e The default Name ID format used in SAML requests is set to Unspecified, or modify
the default N2WS configuration as per section on N2WS configuration below.
e The X509 certificate Secure hash algorithm is set to SHA-256.
e The following URL values are used:
Note: <N2WS ADDRESS> is either the DNS name or the IP address of the N2WS
Server.
o EntityID-https://<N2WS_ADDRESS>/remote auth/metadata
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o Sign in response -
https://<N2WS_ADDRESS>/remote auth/complete login/

o Sign out response -
< >

As part of configuring N2WS as a new IdP application, the IdP system will request a file
containing the N2WS x509 certificate. The certificate file can be obtained from the N2WS
Settings screen in the Identity Provider tab. In the Settings tab, select Download CPM
Certificate and choose a location to save the file. See section 19.1.2.

If configuring N2WS to work with Microsoft Active Directory/AD FS, refer to section 19.4.1.

19.1.2 Configuring N2WS for IdP Integration

If configuring N2WS for integration with Microsoft Active Directory/AD FS, refer to section 19.5.
To configure N2WS to work with the organization’s IdP:

1. Inthe N2WS toolbar, select Server Settings.

2. Inthe left panel, select the Identity Provider tab and then select the Settings tab.
3. Select Identity Provider. The configuration parameters appear.

(SEWS | N2ws Backup & Recovery (CPM) Q | romanizssa | 0 | L] 88 | @) | Q) cemo v

X509 Certificate
Choose file  JslulaReg

4, Complete the following:

e CPMIP or DNS — The IP Address or DNS nhame of the N2WS server.

Note: N2WS accepts either the IP address or DNS name in many fields. However,
some IdPs require that N2WS be configured using the format used when
configuring N2WS as an application in the IdP system. If the IdP uses DNS
names, use DNS names in N2WS, and if the IdP uses IP address, use IP
addresses in N2WS
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Entity ID — The Identity Provider Identifier’s URI provided by the IdP system. Consult the
IdP system’s documentation.

Sign In URL — The authentication request target is the URL, provided by the IdP system,
to which N2WS will redirect users after entering their IdP credentials. Consult the IdP
system’s documentation.

Sign Out URL — The logout request target is the URL, provided by the IdP system, to
which N2WS will redirect users once they logout of N2WS. Consult the IdP system’s
documentation.

NamelD format — The format of the SAML NamelD element.

X509 Certificate — Select Choose file to upload the IdP’s X509 certificate. Consult the IdP
system’s documentation about obtaining their x509 certificate.

5. Optionally, you can Download CPM’s Certificate and Metadata.
6. Once all the parameters have been entered, select Save and then select Test Connection to
test the connection between N2WS and the IdP.

19.2 Configuring Groups and Group Permissions on the N2WS

Side

Groups and the permissions assigned to groups are configured in N2WS. When an IdP user logs
into N2WS, the information about the user’s group membership is received from the IdP and
that group’s permissions are assigned to the user.

Note:

Note:

Every IdP user must belong to a N2WS group. IdP users who do not belong to a
group, even if they have user-specific permissions as detailed below, cannot log on
to N2WS. Logon by IdP users who do not belong to a group will be failed with an
appropriate error message.

Default groups do not appear until Identity Provider is enabled in the Settings tab.

N2WS comes with pre-defined groups named default*:

e default_managed_users

e default_independent_users

e default_root_delegates

e default_root_delegates_readonly
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e ’ 50 1243 52 4
(] | Feb2s.20201:13AM ‘ : | L3y

@ | @ semo

@ Exit Server Settings Identity Provider
s General Settings Groups Settings

Users
@ The IDP Integration feature is disabled In Settings

?  Account Registration + new & Refresh
Patches
£  Agents Configuration Name Type Enabled
Activation Key Update MyldP Managed Yes
default_managed_users Managed Yes
default_independent_users ndependent Yes
default_roct_delegates Delegate Yes
default_root_delegates_readonly Delegate Yes
Note: The default groups cannot be modified or deleted. To see the permission settings

assigned to the default groups, select the group name.

Additional groups can be created and removed easily in the Identity Provider tab of the N2WS
Server Settings screen.

To add a new group:

Note: The group permission settings essentially mirror the user permissions detailed in
section 18.

1. Inthe Identity Provider tab, select the Groups tab and then select + New. The New IDP
Group screen will appear.

GEWS ‘ N2WS Backup & Recovery (CPM) Q ‘ Feb 25, 2020 12:15 AM | o< ‘

@ Exit Server Settings New IDP Group
£ General Settings Name User Type
4 Users Managed ~
v
! Account Registration Enabled
Patches
Agents Configuration v| File Level Recovery Allowed
4 Activation Key Update
Allow Cost Explorer
Max Number of Accounts Max Number of Instances Max Non-instance EBS (GiB) Max RDS (GiB) Max Redshift Clusters (GiB)
~ ~ ~ ~ ~
~ v v v v
Max DynamoDB Tables (GiB) Max Controlled Entities
~ ~
~ v

e Name — Name of the group.

e User Type — For details, see section 18. Parameters depend on the User Type selected.
e Managed
¢ Independent
e Delegate

e Enabled — When disabled, group users will not be able to log on to N2WS.
2. For User Type Managed:
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File Level Recovery Allowed— When selected, members of the group can use the file-
level recovery feature.

Allow Cost Explorer — When selected, members of group can see cost data. For Cost
Explorer information, see section 25.

Max Number of Accounts — The maximum number of AWS accounts users belonging to
this group can manage.

Max Number of Instances — The maximum number of instances users belonging to this
group can manage.

Max Non-Instance EBS (GiB) — The maximum number of Gigabytes of EBS storage that is
not attached to EC2 instances that users belonging to this group can manage.

Max RDS (GiB) — The maximum number of Gigabytes of RDS databases that users
belonging to this group can manage.

Max Redshift Clusters (GiB) — The maximum number of Gigabytes of Redshift clusters
that users belonging to this group can manage.

Max DynamoDB Tables (GiB) — The maximum number of Gigabytes of DynamoDB tables
that users belonging to this group can manage.

Max Controlled Entities — The maximum number of allowed entities for Resource
Control.

3. For User Type Delegate:

Note: When Delegate is selected, the Original Username to which this group is a

delegate is required although the Original Username does not yet need to exist
in N2WS. After creation, the Original Username cannot be modified.

Original Username — User name of delegate.

Allow to Perform Recovery — Whether the delegate can initiate a recovery.

Allow to Change Accounts — Whether the delegate can make changes to an account.
Allow to Change Backup — Whether the delegate can make changes to a backup.

19.3 Configuring Groups on the IdP Side

IdPs indicate a user’s group membership to N2WS using IdP claims. Specifically, the IdP must
configure an Outgoing Claim Type of cpm user groups whose value is set to all the groups the
user is a member of, both N2WS related groups and non-N2WS related groups.

Note:

Group names on the IdP side no longer need the ‘cpm’ prefix. In cases where the
names of the group users are assigned to in the IdP is of the form

cpm_ <GROUP NAME IN N2WS>, for example cpm mygroup where mygroup is the
name of a group that was created in N2WS, the <GROUP_NAME IN N2wWs> part of the
name must match the name of a group in N2WS. See section 19.2.

For example, to give |dP users permissions of the N2WS group
default managed users:

1. The relevant users can be members of an IdP group called
cpm default managed users.
2. The IdP must have an outgoing claimed called cpm user groups.
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3. The value of the claim must include the names of all the user’s groups in the IdP,
which presumably includes com default managed users.

Or

1. The relevant users can be members of an IdP group called
default managed users.

2. The IdP must have an outgoing claimed called cpm user groups.

3. The value of the claim should not include the names of all the user’s groups in
the I1dP, which presumably is default managed users.

Note: An IdP user logging onto N2WS can belong to only one N2WS group, i.e. of all the
groups listed in the cpm user groups claim, only one can be a N2WS group, such
as cmp_mygroup. If an IdP user is a member of more than one N2WS group, the log
on will fail with a message indicating the user belongs to more than one N2WS

group.

19.3.1 Understanding N2WS User Permissions

A user logged into the N2WS system can have several types of permissions. This section
discusses the different types of permissions as they are applied to N2WS IdP integration. For
full treatment of the meanings of these permissions, see section 16.3. To override N2WS group
permissions on a per user basis, see section 19.3.2.

General User Attributes

Attribute Name Mandatory Meaning Valid Values
(Y/N)

user_type N Type of user. e Managed
e Independent
o Delegate

user_name N Username in N2WS. Alphanumeric string

user_email N User’s email address. Valid email address

Attributes for Independent and Managed Users

Attribute Name Mandatory Meaning Valid Values
(Y/N)

allow_file_level recovery | N Whether the user is yes, no
allowed to use the N2WS
file-level restore feature.

max_accounts N The number of AWS Number between 1
accounts the user can and max licensed
manage in N2WS. Varies
by N2WS license type.

max_instances N The number of instances Number between 1
the user can backup. and max licensed
Varies by N2WS license
type.
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Attribute Name

Mandatory
(Y/N)

Meaning

Valid Values

max_independent_ebs_gib

N

Total size of EBS
independent volumes
being backed up in GiB
(i.e. volumes not attached
to a backed-up instance).

Number between 1
and max licensed

max_rds_gib N Total size of AWS RDS Number between 1
data being backed up in and max licensed
GiB

max_redshift_gib N Total size of AWS Redshift | Number between 1
data being backed up in and max licensed
GiB

max_dynamodb_gib N Total size of AWS Number between 1
DynamoDB data being and max licensed
backed up in GiB.

max_controlled_entities N Total number of AWS Number between 1

resources under N2WS
Resource Control.

and max licensed.

Attributes for Delegate Users

Attribute Name

Mandatory
(Y/N)

Meaning

Valid Values

original_username

Y

The name of the user for
whom user_name is a
delegate.

Alphanumeric string

allow_recovery

Whether the user can
perform N2WS restore
operations.

yes, no

allow_account_changes

Whether the user can
manage N2WS user
accounts.

yes, no

allow_backup_changes

Whether the user can
modify backup policies.

yes, no

All the permissions detailed above are set for a group when the group is created in N2WS.
Additionally, it is possible to assign N2WS permission at the level of individual IdP users as

described in 19.3.2. When there is a conflict between a user’s group permissions and a user’s
individual permissions, the individual permissions take precedence.

A permission string consists of key=value pairs, with pairs separated by a semicolon.

For convenience, below is a string of all the possible security parameters. N2WS will accept a
partial list consisting of any number of these parameters in any order:

user type=independent;email=yeepeelredpil.com;allow recovery=yes;allow
_account changes=yes;allow backup changes=yes;allow file level restore
=no;max accounts=1l;max instances=2;max independent ebs gib=3;max rds g
ib=4;max redshift gib=5;max dynamodb gib=5;original username=robi@stam
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19.3.2 Overriding Group Settings at the User Level

Users get the N2WS permissions assigned to their group. However, it is possible to give specific
IdP group members permissions different from their group permissions.

To override the group permission for a specific user:

1.

The IdP administrator must first enter the new permissions in an IdP user attribute
associated with the user. The attribute can be an existing attribute that will now serve this
role (e.g. msDS-cloudExtensionAttributel) or a custom attribute added to the IdP user
schema specifically for this purpose.

The content of the attribute specifies the user’s N2WS permissions in the key=values

format detailed in the section above.

e Permissions specified in the user attribute will override permissions inherited from the
group.

e Permission types not specified in the user attribute will be inherited from the group’s
permissions. For example, if the attribute contains only the value max accounts=1,
all other permissions will be inherited from the user’s group permissions.

Once a user attribute has been configured with the correct permissions, an IdP claim rule

with Outgoing Claim Type cpm user permissions must be created. The value of the

claim must be mapped to the value of the attribute chosen above.

When the user-level claim is enabled, the user will be able to log on to N2WS with

permissions that are different from the group’s permissions.

If configuring Microsoft Active Directory/AD FS, refer to section 19.6 for details.

19.4 N2WS Login Using IdP Credentials

In order to use IdP credentials to log on to N2WS, users need to select the Sign in with:
Identity Provider option on the N2WS Logon screen.

Username:

or

Sign in with Identity Provider

License Agreement

Selecting Sign in with Identity Provider will redirect the user to the organization’s IdP system
using SAML.

Note: To log on to N2WS as root, log on with the standard user and password option.
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19.4.1 Configuring AD/AD FS for Integration with N2WS
To enable N2WS to integrate with AD/AD FS, N2WS must be added to AD FS as a Relying Party

Trust.

Note:

The following AD FS screenshots are from AD 2012. The AD 2016 screens are very
similar.

To run the Add Relying Party Trust Wizard:

1. Inthe left pane of the AD FS console, select Relying Party Trusts.
2. Inthe right pane, select Add Relying Party Trust. . .. The Wizard opens.

i ADFS - [= =T
3 File Action View Window Help
«= #m @
| ADFs Relying Party Trusts Actions
L ‘SFENK; tionshi Display Name Enabled  Type I | Relying Party Trusts -
4 r.ust elationships Device Registration Service Yes WST.. um Add Rel Party T
Claims Provider Trusts
_| Relying Party Trusts Add Non-Claims-Aware Relying Party Trust...
| Attribute Stores v N
b ] Authentication Palicies o
Mew Window from Here
|G Refresh
E Help

LN EW

a.
b.

Select Start.

Select the Enter data about the relying party manually option.

Select Next.

On the Welcome screen, type the display name for N2WS (e.g. N2Ws), and then select Next.
On the Choose Profile screen, select the AD FS profile option, and then select Next.

Skip the Configure Certificate screen by selecting Next.

On the Configure URL screen:

Select Enable support for SAML 2.0 WebSSO protocol.

In the Relying Party SAML 2.0 SSO Service URL box, type https:// followed by the
N2WS DNS name or IP address, and then followed by

/remote auth/complete login/.

For example, the resulting string might look like:
https://ec2-123-245-789.aws.com/remote auth/complete login/

10. Select Next.
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i Add Relying Party Trust Wizard x|

Configure URL

Steps AD FS supports the WS-Trust, W5-Federation and SAML 2.0 WebSS0 protocols for relying parties. If
@ Welcome W5-Federation, SAML, or both are used by the relying party, select the check baxes for them and specify the
URLs to use. Support for the W5-Trust protocol is always enabled for a relying party.
@ Select Data Source
[] Enable support for the W5-Federation Passive protocal
@ Specify Display Name
) The WS5-Federation Passive protocol URL supports Web-browser-based claims providers using the
@ Choose Profile WS-Federation Passive protocol.
@ Corfigure Certificate Relying party WS-Federation Passive protocol URL:
@ Configure URL |
@ Configure Identffiers Example: https://fs.contoso com/adfs s/
@ Configure Muttifactor
Authertication Now? Enable support forthe SAML 2.0 WebS50 protocal
® Chooss lssuance The SAML 2.0 single-sign-on (550 service URL supports Web-browser-based claims providers using the
Authorization Rules SAML 2.0 WebS50 protocol.

@ Readyto Add Trust Relying party SAML 2.0 550 service URL:

@ Finish [https://CPM_ADDRESS /remote_acth/complete_login

Example: https://www contoso.com./adfs/ s/

|<Erevious || Mest > || Cancel |

11. In the Configure Identifiers screen, type https:// followed by the N2WS DNS name or IP
address, and then followed by /remote auth/metadata in the Relying party trust
identifier box.

For example, the resulting string might look like:
https://ec2-123-245-789.aws.com/remote auth/metadata

12. Select Add on the right.
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i Add Relying Party Trust Wizard -

Configure Identifiers

Steps Relying parties may be identified by one or more unique identifier stings. Specify the identifiers for this relying
@ Welcome party trust.

@ Select Data Source Relying party trust identifier:

@ Specify Display Name |https://CPM_ADDRESS//remote_auth/metadatal | Add

@ Choose Profile Example: https:/As contoso com/adfs/services/tnust

@ Configure Cerificate Refying party trust identifiers:

@ Configure URL emove
@ Configure Identifiers

@ Configure Multifactor
Authentication Now?

@ Choose Issuance
Authaorization Rules

@ Readyto Add Trust
@ Finish

13. Select Next.

14. On the Configure Multi-factor Authentication Now? screen, select the | do not want to
configure multi-factor authentication settings for this relying party trust at this time
option, and then select Next.

15. On the Issuance Authorization Rules screen, select the Permit all users to access this
relying party option, and then select Next.

16. On the Ready to Add Trust screen, review the setting of the Relying party trust configured
with the Wizard. When finished, select Next.

17. On the Finish screen of the Wizard, select Close. There is no need to select the Open the
Edit Claim Rules dialogue for this relying party trust when the wizard closes option.

19.4.2 Setting AD FS Properties
Once the Relying Party Trust has been configured, set the AD FS properties.

To set the AD FS properties:

1. Go back to the AD FS management console, and in the middle pane, right-select the N2WS
line under Relying Party Trust, and then select Properties.
2. On the screen that opens, select the Endpoints tab, and then select Add SAML....
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In the Edit Endpoint screen, select SAML Logout from the Endpoint type list.

Edit Endpoint x|

Endpaint type:
SAML Logout

Binding:
POST v

=
Indezxc: | v

Trusted URL:
|https://128.111.132.56/adfs/1s/ Pwa=wsignout 1.0 |

Example: https://sts contoso.com/adfs.s

Respaonse URL:

|https #/ec2-56-7-8.compute-1. amazonaws.com/remote_asuth/complete_logowut# |

Example: https://sts.contoso.com.logout

oK | cancel |

. In the Trusted URL: box, type the DNS name or IP address of the AD FS server followed by

/adfs/ls/?wa=wsignoutl.O0 (e.g.
https://adserver.mycompany.com/adfs/ls/?wa=wsignoutl.0)

In the Response URL: box, type DNS name or IP address of the N2WS server followed by
/remote auth/complete logout/ (e.g. https://ec2-123-245-
789.aws.com/remote auth/complete logout/) .

Select OK.
Go to the Advanced tab, and in the Secure hash algorithm list, select SHA-256. Select

Apply.

19.4.3 Installing the N2WS Certificate

In order for N2WS to work with AD FS the X.509 certificate used by N2WS needs to be added to
the AD FS Trusted Root Certification Authorities list. If you installed your own certificate in
N2WS when you first configured N2WS (as per section 2.5.3) then your certificate may already
be in your AD FS root trust. Otherwise you will need to add it. If you used the certificate N2WS
creates during installation, you will need to add that certificate into the AD FS Trusted Root
Certification Authorities.

To add a root certificate to the AD FS Trusted Root Certification Authorities:

1.
2.

Go to the Signature tab under properties and select Add....

In the File box at the bottom of the screen, type the name of the file containing the N2WS

x.509 certificate. This will be either:

a. The root certificate you installed in N2WS when it was first configured as per section
2.5.3 of the User Guide, if not already in the AD FS Trusted Root Certification
Authorities, or
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b. The certificate N2WS created when it was first configured.

To obtain a copy of the certificate being used by N2WS, either the one you originally
installed or the one N2WS created, select Download N2WS'’s certificate file in the Active
Directory Configuration section of the N2WS General Settings screen.

Once you have entered the name of the file, select Open.

The N2WS certificate is now visible in the center pane in the Signature tab.

In the center pane of the Signature tab, double select the N2WS certificate.

Under the General tab, select Install Certificate....

In the Certificate Import Wizard screen, select the Local Machine option, and then select
Next.

Select the Place all certificates in the following store option, select Browse..., and then
select the Trusted Root Certification Authorities store. Select OK.

Select Next.

Select Finish. Then select OK on the pop-up screen, select OK on the General tab, and then
select OK on the Properties screen.

The next step is to create a Name ID claim in AD FS.

19.4.4 Creating an AD FS Name ID Claim

To create an AD FS claim:

1.

w

Open the ADFS management console. In the main page of the management console, select
Relying Party Trusts in the left pane.

In the middle Relying Party Trust pane, select N2WS’ party (e.g. N2Ws).

In the right pane, select Edit Claim Rules...

In the Edit Claim Rules screen, select Add Rule.

TN
L ADFS =[x
€ File Action View Window Help
= z[= 3
a0 Ao
Z : S?Lrl\:tc;elationships Disp.lay Nan'!e . A Enabled Rewing Party Trusts =
“ (laims Provide - — T Add Relying Party Tr...
Add Non-Claims-Aw..
Attnbute Stores
b A_uthentication Palicies View ’
New Window from ...
@ Refresh
E Help
n2ws_cpm -
Update from Federat...
Disable
Properties
x Delete
E Help
< [ >
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il Edit Claim Rules for cpm (N2WS) \;|£-

Issuance Transform Rules | Issuance Authorzation Rules I Delegation Authorization Rules |

The following transform rules specify the claims that will be sent to the relying party.

COrder  Rule Mame lssued Claims

==

| QK || Cancel | Apply

5. Inthe Claim rule template list, select Transform an Incoming Claim and then select Next.
6. Complete the Add Transform Claim Rule Wizard screen:

~o oo oo

In the Claim rule name box, type a name for the claim.

In the Incoming claim type list, select Windows account name.
In the Outgoing claim type list, select Name ID.

In the Outgoing name ID format list, select Unspecified.

Select the Pass through all claim values option.

Select OK.
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Edit Rule - demo nameid .

You can canfigure this rule to map an incoming claim type to an outgoing claim type. As an option, you can
also map an incoming claim value to an outgoing claim value. Specify the incoming claim type to map to the
outgoing claim type and whether the claim value should be mapped to a new claim value.

Claim rule name:

name_id

Rule template: Transform an Incoming Claim

Incoming claim type: |Windows account name W |
Unspecified

Outgoing claim type: |Name D w |

Outgoing name |D format: |Unspec'rfied w |

(8 Pags through all claim values

(_) Replace an incoming claim value with a different outgeing claim value

l==}
[=]
@
(T

() Replace incoming e-mail suffix claims with a new e-mail suffix

| View Rule Language... | 0K | | Cancel

The next step is to add a Token-Groups claim.

19.4.5 Adding a Token-Group’s Claim

An ADFS Token-Groups claim must be configured so that AD FS will send N2WS the list of
groups a user is a member of. To configure the Token Group’s claim, perform steps 1 and 2 of
the Configuring Name ID Claim process in section 19.4.4. Then continue as follows:

1. Inthe Claim rule template list, select Send LDAP Attributes as Claims and then select Next.
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i Add Transform Claim Rule Wizard -

Select Rule Template

— Select the template for the claim rule that you want to create from the following list. The description provides
@ Choose Rule Type details about each claim nule template.
@ Conrfigure Claim Rule Claim rule template:

Send LDAP Attrbutes as Claims W

Claim rule template description:

Using the Send LDAP Attribute as Claims rule template you can select attributes from an LDAF attribute
stare such as Active Directory to send as claims to the relying party. Multiple attibutes may be sent as
multiple claims from a single rule using this rule type. For example, you can use this rule template to create
a rule that will extract attibute values for authenticated users from the displayMame and telephoneMumber
Active Directory attributes and then send those values as two different outgoing claims. This rule may also
be used to send all of the user's group memberships. I you want to only send individual group
memberships, use the Send Group Membership as a Claim rule template.

< Previous | Next = || Cancel |

In the Claim rule name box, type a name for the rule you are creating.

In the Attribute store list, select Active Directory. In the Mapping of LDAP attributes to
outgoing claim types table:

a. Inthe left column (LDAP Attribute), select Token-Groups - Unqualified Names.

b. In the right column (Outgoing Claim Type), type cpm user groups.

160



2WS

ou can caonfigure this nule to send the values of LDOAP attributes as claims. Select an attibute store from
which to extract LDAP attributes. Specify how the attibutes will map to the outgoing claim types that will be
issued from the rule.

Claim rule name:

|user claims

Fule template: Send LOAP Attributes as Claims

Attribute store:
| Active Directony

Mapping of LDAP attributes to outgoing claim types:

ggi.riﬁ;bute EEEET LI Outgaing Claim Type (Select or type to add more)

Token-Groups - Ungualified Mames  + ||cpm_user_groups

msD5-cloud Bdension Attibute 1 v cpm_user_pemissions

w |

19.4.6 Testing the Connection

At this point AD FS has been configured to work with N2WS. It is now possible to perform a
connectivity test between N2WS and AD FS.

To test the connection between N2WS and AD FS:

Go to the N2WS General Settings screen.

Select Identity Provider.

In the Groups tab, select an Identity Provider.

In the Settings tab, select Test Connection.

Type a valid AD username and password on the logon page.
Select Sign in.

Ok whpR
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19.5 Configuring N2WS to Work with Active Directory / AD FS

To configure N2WS to work with the organization’s AD server:

Go to the N2WS Server Settings > General Settings.

Select the Identity Provider tab.

In the Identity Provider list, select a Group.

To enable the group, select the Settings tab and then select Identity Provider. Several |dP
related parameters are presented.

il S =

@EWS | N2ws Backup & Recovery (CPM) Q | revzszomizann | B | L3

@ Exit Server Settings Identity Provider

%  General Settings

Groups Settings
Users

v/ Identity Provider

Account R
Patches F7
¢ Agents Configuration N
Activation Key Update
Entity 1D
Sign in URL Sign Out URL
v

ile chosen

5. Inthe Entity ID box, type the AD FS Federation Service Identifier, as configured in AD FS.
See below to locate this parameter in AD FS.

£ W 541521943 - Remote Desktop Connection - o x

3 ADFS 2.0
|G P aton v window riep Genersl | Organization | Events |
GG
s |
e | = Service _____________________| - -
@ [ Trust Relationshios Example: Fabriam Federation Service

Overview A RehingParty Trust .. FCE
|

AD FS 20 provides sigle-sign-on (550) acoess for A s Provider T,
clent computers rbute . Evample: = fabiikam com

Federation Senvice identifier:
[tz Jadis/seraces/ut

Example: hitp://fs fabrkam com/adfs/services/iust

Provids Feedback Web 550 Ketme: 490 =] minutes

Federation Senice dispiay name

Learn About:

View

in F: ion 8
Farm and Setting Up Nevs Wiindow from Here.
Load-Balancing

& Refresh

H e

< >

6. Inthe Sign in URL box, type the URL to which N2WS will redirect users for entering their AD
credentials.
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7. Inthe NamelD Format list, select the format of the SAML NamelD element.

8.

10.
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This parameter is configured as part of AD FS. The AD FS server’s DNS name, or IP address,
must be prepended to the URL Path listed in AD FS. See below to locate this information in

AD FS.

L
G File Action View Window Help
&= z(m Bm
| ADFS
a4 [ Service
Endpoints
Certificates
Claim Descriptions
4 [ Trust Relationships
_ Claims Provider Trusts
7| Relying Party Trusts
_ Aftribute Stores
3 Authentication Policies

ADFS

URL Path

Jadfss/

Type

SAML 2.0/WS-Federation

Enabled Proxy Enabl
Token Issuance
Yes Yes
No No
No No
Yes Yes
No No
Yes Yes
Yes Yes
No No
No No
Yes Yes

/adfs/services Arust/2005/windows
/adfs/services Arust /2008 windowsmixed
Jadfs/services/tnust/ 2005/ windowstransport
Jadfs/services /st /2005/ certificate
/adfs/services Arust /2005/cerificatemiced
/adls/servicesArust/2005/centificatetransport
/adfs/services trust/2005/usemame
Jadfs/services Anust/2005/usemamebasictransport
/adfs/servicesArust/2005/usemamemixed

WS-Trust 2005
WS-Trust 2005
WS-Trust 2005
WS-Trust 2005
WS-Trust 2005
WS-Trust 2005
WS-Trust 2005
WS-Trust 2005
WS-Trust 2005

Authentication Ty A

Anonymous
Windows
Windows
Windows
Cetificate
Cerificate
Certificate
Password
Password
Password

e

-|®
Actions
Endpoints =
View

New Window from Here
c Refresh

H Hep
Jadfs/services/trust/13/k... ~

Disable

H Hep

In the x509 cert box, upload the X509 certificate of the AD FS server. The certificate file can
be retrieved from the AD FS management console under Service -> Certificates, as shown

! ADFs — [=
\@ Eile Action View Window Help
+ = znlm B=
a0fs [Coritiates ==
4 Service . =
Endpoints Subject lssuer Effective Date  Expirgtion Date  Status  Primary Certificates =
Certificates senvice communicetions _ _ Add Token-Signing Certifi...
EICN=WIN-OAIVO2ITRPQst... CN=WIN-OAVOATRPQs... 9/7/2017 9/7/2018
Claim Descriptions Add Token-Decrypting Ce...
4 [ Trust Relationships Token-decrypting Set Service Communicatio...
Claims Provider Trusts [EEICN=ADFS Encryption - W1 CN=ADFS Encryption -W...  8/7/2017 3/7/2018 Primary
Relying Party Trusts Token-signing View '
1 Attribute Stores [EACH=ADFS Signing - WINOD... CN=ADFS Signing - WiN-... . 8/4/2017 9/7/2018 Pimary | New Window from Here

I || Authentication Policies

To export the IdP’s certificate:

~poao T o

. Select Finish.

Double select the Token signing field to open the Certificate screen.
Select the Details tab and then select Copy to File . . . on the bottom right.
Select Next to continue with the Certificate Export Wizard.

Select the Base-64 Encoded X.509 (.cer) option and then select Next.

Type a name for the exported file and select Next.

G Refresh

H Hep

Once all the parameters for N2WS have been entered, select Save and then select Test
Connection to verify the connection between N2WS and the IdP.

19.6 Configuring an AD FS User Claim

Once a user attribute has been configured with the correct permissions, an ADFS claim rule

with Outgoing Claim Type cpm user permissions must be created before the user-level
permissions can take effect.

To create the claim rule:

1. Open the AD FS management console.
In the main page of the management console, in the left pane, select Relying Party Trusts.

2.
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3. Select N2WS' party (e.g. N2wWs) in the middle pane, and in the right pane, select Edit Claim
Rules.

i File Action View Window Help

' IEERIE

[C] ADFS

B ] Service
4 || Trust Relationships

Dizplay Name
aims Pro : : Add Relying Party Tr...

- s n2ws_cpm \CE
[ | Relying Party Trusts Add Non-Claims-Aw...
2Ny (=

View

p 7] Authentication Policies
MNew Window from ...

@ Refresh

[H Hep
A Xl

Update from Federat...

Edit Claim Rules..,

Disable

Properties

x Delete
[ Hep

164



2WS

4. In the Edit Claim Rules screen, select Add Rule.

lesuance Transfom Rules | lssuance Authorization Rules | Delegation Authorization Rules |

The following transform rules specify the claims that will be sent to the relying party.

Order  Rule Mame lssued Claims
1 name_id Name 1D
2 cpm_user_rules COM_USEr_groups CRm_USer_Dermissions

Add Rule... | | Edit Rule... | | Bemove Rule. .
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5. Inthe Add Transform Claim Rule Wizard screen, select Send LDAP Attributes as Claims in
the Claim rule template list, and then select Next.

i Add Transform Claim Rule Wizard -

Select Rule Template

Steps Select the template for the claim rule that you want to create from the following list. The description provides
@ Choose Rule Type details about each claim rule template.

@ Configure Claim Rule Claim rule template:

Send Group Membership as a Claim v
Send LDAP Attributes as Claims

Transform an Incoming Claim
Pass Through or Filter an Incoming Claim ory security

Send Claims Using a Custom Rule 1p selected.
For example, you can use this rule template to create a rule that will send a group claim with a value of
“Admin" if the user is a member of the "Domain Admins" security group. This rule template should only be
used for users of the local Active Directory Domain.

6. The Claim Rule Wizard opens the Edit Rule screen. Complete as follows:
a. Inthe Claim rule name box, type a name for the rule you are creating.
b. Inthe Attribute store list, select Active Directory.
¢. Inthe Mapping of LDAP attributes to outgoing claim types table:
i. Inthe left column (LDAP Attribute), type the name of the user attribute containing
the user permissions (e.g. msDS-cloudExtensionAttributel).
ii.  Inthe right column (Outgoing Claim Type), type com user permissions.
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You can configure this rule to send the values of LODAP attibutes as claims. Select an attribute store from
which to extract LDAF attributes. Specify how the attibutes will map to the outgeing claim types that will be
issued from the rule.

Claim rule name:

|cpm_user_n_||es

Fule template: Send LOAF Attributes as Claims

Attribute store:

|Ac:ti'u'e Directony

Mapping of LOAP attributes to outgoing claim types:

LOAP Attribute (Select or type to
add more)

Outgoing Claim Type (Select or type to add more)

Token-Groups - Ungualified Mames v |cpm_user_agroups

ms 0 5-cloudBdensionAttribute 1 v (cpm_user_pemissions

v

7. Select OK to create the rule.
Once the user-level claim is enabled, the user will be able to log on to N2WS with permissions
that are different from the group’s permissions.

19.7 Configuring Azure AD and N2WS IdP Settings

This section shows how to configure Microsoft Azure Active Directory and N2WS IdP settings to
communicate and enable logging.

19.7.1 Azure AD Configuration

After logging in to Azure, go to Azure Active Directory in the left menu.
1. Start creating a new user (or use the existing user), group and application in the ‘Create’
menu on the right.
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Home > n2ws - Overview

n2ws - Overview

E

® | & switch directory [ Delete c

* FAVORITES

B Dashbos @ Overview i
Dashboard dannyn2ws.onmicrosoft.com

& Getting started n2ws

Azure AD Premium P2

Manage
& App Senvices & Users Sign-ins Your role
i Global administrator
% Function Apps & Groups A o
SQL databas 8% Organizstional relationships - |
& Azure Cosmos DB & Roles and administrators - |
B virtual machines B Enterprise applications
& Load balancers B Devices
ge accounts B Get21 oct 28 Azure AD Connect sync
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> Azure AD Connect & Al senvices a8 Fined
! Custom domain names [ <ollaboration @ Group Management - Callaboration
st Management + Billing 2 Mobility (MDM and MAM) Osso @) September 20, 2018
) [ GoLocal
Hel t word
L P+ Password reset —_— ndatad adminictratar rala marmiceinne far L SRR X [N .

orpnene 7]
aroup description @
[orp sescipron 7

* Membership

v

0 members selected

> Select members

x Select members O X

amber or invite an external user @
~]
v
p name @
| grp description v 1 am@gmail.com
* L]
|

Members @
0 members selected

Selected members:

e dannyaram@gmail.com Remove

3. Create a new application and choose a Non-Gallery application. Name the application.
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Add an application % X Addyour own application [ X

* Name

Add your own app

| Application =,.| On-premises =-l Non-gallery
[ you're Wy’ application /- application
developing Once you decide on a name for your new
2 X Configure Azure AD Integrat&amyome application, click the “Add" button below and
egister an 3| ou’re icati i v
d PRy Application Proxy to application that you don't we'll walk you through some simple configuration
working on to integrate it enable secure remote find in the gallery rens 1o et the applicst N
with Azure AD access steps to get the application working.

Supports: @

SAML-based single sign-on
Learn more

Add from the gallery

Automatic User Provisioning with SCIM
Learn more

Featured applications

exfcjcfe

Concur Cornerstone On... Docusign

GHEER _

After naming the application, choose single sign-on and SAML.

new_app - Single sign-on

Password-based single sign-on
Learn more

Select a single sign-on method  Help me decide

# Overview
P S— e, :
Deployment Plan : ® Disabled SAML
: User must manually enter their Rich and secure authentication to
Manage H username and password. applications using the SAML (Security
' Assertion Markup Language) protocol
Il Properties
4 Owners
£ Usersandgroups:. 0 [ T,

té Single sign-on
B Password-based

2 Provisioning

C O) Linked
Password storage and replay using a Link to an application in the Azure
web browser extension or mobile app. Active Directory Access Panel and/or

B Application proxy Office 365 application launcher.

€ Self-service

Security

M rtiinnd Arann

In the single sign-on setting, enter Identifier and reply URL using your own N2WS IP or URL.

Note: There is a link at the top to change the appearance of this settings page.

HE.’-% X Disc

Q Change single sign-on modes Q‘u&ut our new experience)

v
4 Check out the new experience to help you easily configure and manage SAML based apps.

1. How to configure cpm_dev with Azure AD
We highly recommend reviewing the following document to reduce configuration errors. How to configure single
sign-on between Azure AD and cpm_dev.

2. cpm_dev Domain and URLs
Values for the fields below are provided by cpm_dev. You may either enter those values manually, or upload a
pre-configured SAML metadata file if provided by cpm_dev. Upload metadata file.

* |dentifier (Entity ID) @ | https://34.230.163.111/remote_auth/metadata |

* Reply URL (Assertion Consumer Service URL) @ ‘ https://34.230.163.111/remote_auth/complete_login/ |
L. v

|:| Show advanced URL settings
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Ensure that the other attributes match. Download the certificate.

3. User Attributes Learn more
Edit the user information sent in the SAML token when user signs in to cpm_dev.

User Identifier @ | user.mail v
View and edit all other user attributes

4, SAML Signing Certificate Learn more

Manage the certificate used by Azure AD to sign SAML tokens issued to cpm_dev.

App Federation Metadata Url https://login.microsoftonline.com/%e45459f-b&68-4300-9292-5866650... E

STATUS EXPIRATION THUMBPRINT DOWNLOAD
Active 11/5/2021 7DE29BDAGCB56DBS1D49F495E3634CFC92F3D200 Certificate (Raw
Metadata XML

Create new certificate

+| Show advanced s Learn more

Signing Option @ Sign SAML assertion v
Signing Algorithm @ | SHA-256 e

* Notification Email @ | dannyaram@gmail.com

Save the new application.

In the main menu, go to Users and groups and select # Add user.

® new_app - Users and groups
“ Enterprise Application

« I Remove ﬁ Update Credentials =2 Columns

- .
5 Overview

;' Getting started

Deployment Plan

DISPLAY NAME OBJECT TYPE
Manage

mn . Mo application assignments found
it Properties

Users and groups

Select Users and groups and then select the group you created.
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Home > n2ws > Enterprise applications - All applications > new_app - Users and groups > Add Assignment > Users and groups

Add Assignment X Users and groups 0o x
n2ws

Users and groups ) Select member or invite an external user @

None Selected v

Use CcP <pm_azure_grp

dannyaram@gmail.com

grp_name

Selected members:

GR grp_name Remove

10. In your new application, choose Single sign-on and edit the attributes.

Home > n2ws > Enterprise applications - All applications > new_app - Single sign-on > SAML-based sign-on

new_app - SAML-based sign-on

Enterprise Application

« 92 Change single sign-on mode ¥y switch to the old experience
| oveniew .
A Welcome 1o the new experience for configuring SAML based SSO. Please click here to provide feedback. =
¥ i .
G’ Getting started ote_auth/metadata
[ce) Deployment Plan Reply URL (Assertion Consumer Service URL) https.//ec2-34-230-163-111.compute-1.amazonaws.com/rem
ote_auth/complete_login/
M Sign on URL o) al
anage Relay State al
"' Properties
-
i Owners e i X
B User Attributes & Claims
& Users and groups
—— Givenname user.givenname
2D Ssingle sign-on Surname usersurname
Emailaddress user.mail
& Provisioning Name user.userprincipalname
ad Application proxy Unique User Identifier user.userprincipalname

11. Choose to edit the Name identifier attribute and change the value to user.mail.
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User Attributes & Claims O >

+ Add new claim

MName identifier value: user.userprincipalname ,l‘
CLAIM NAME VALUE
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/emailaddress user.mail
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/givenname user.givenname
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/name user.userprincipalname

;w;l-;-::-/-}scéemas.xmisoa-;-:.or-g-)-’ws-,éé-t)-;‘.-f-(-)s-.-/-i-d-en-li-t;/-c-laims;namei(-:i-en;i;ier user.userprincipalname

htp/fschemas misoap.org/ws/2005,05/icentitclaims/surname usersurname

Manage user claims 3

~ Choose name identifier format
Source ®) Attribute  ( Transformation

attribute user.mail >

12. Add 2 new attributes.
User Attributes & Claims

/
+ Add new claim

Mame identifier value: user.mail

CLAIM NAME VALUE
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/emailaddress user.mail
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/givenname user.givenname
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/name user.userprincipalname
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/nameidentifier user.mail
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/surname user.surname

name: cpm_user_groups

value: user_type=default;
user_email=cpm@gmail.com;allow_file_level_recovery=default;
max_accounts=default;max_instances=default;max_independent_ebs_gib=default;ma
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x_rds_gib=default;max_redshift_gib=default;
Change the parameters to meet N2WS needs:
name: cpm_user_groups

value: cpm_<group name>

Manage user claims >

cpm_user_permissiong

Source ®) Attribute ) Transformation

Source altribute user_type=default; user_email=com@gmail.comaliow_file_level re..

User Attributes & Claims

e

Successfully saved S5O SAML user claims

+ Add new claim

Name identifier value: user.mail n’.
CLAIM NAME VALUE

CpM_User_groups “cpm_azure_grp”

cpm_user_permissions "user_type=default; user_email=cpm@gmail.c... ,,,
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/emailaddress user.mail
http://schemas.xmisoap.org/ws/2005/05/identity/claims/givenname user.givenname
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/name user.userprincipalname
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/nameidentifier user.mail
http://schemas.xmlsoap.org/ws/2005/05/identity/claims/surname user.surname

19.7.2 N2WS IdP Configuration

1. While still in the Azure AD settings, go to single sign-on and switch to new view:
("4 . : . -
A Try out our new experience

2. Scroll down to section 4. These parameters will be used to configure the N2WS IdP settings.

173



2WS

o Set up new_app

You'll need to configure the application to link with Azure AD.

Login URL
Azure AD Identifier

Logout URL

https://login.microsoftonline.com/9e45459f-b668-4... |

https://login.microsoftonline.com/common/wsfede...

https://sts.windows.net/9e45459f-b668-4300-9292-... Eﬂ

View step-by-step instructions

3. Switch to the N2WS Identity Provider page, select the provider, and select < Edit.

4,

In the Settings tab, complete the following:

N S 13 | SA? ) (0)
@\WS ‘ N2WS Backup & Recovery (CPM) Q ‘ Mar 1, 2020 3:28 PM 4 (X | {08 @ (Q) demo v
s N -
@ Exit Server Settings Identity Provider
4, General Settings Groups Settings
A Users
V| Identity Provider
Account Registration
CPM IP or DNS
R 72312847 v
¢/ Agents Configuration
Activation Key Update
Entity ID
Sign in URL Sign Out URL
NamelD Format
Unspecified v
x509 Certificate
[N o file chosen

e Entity ID - Copy Azure AD ldentifier.
e Sign In URL - Copy Login URL.
e NamelD format - Select Unspecified.

e x509 cert - Upload the certificate downloaded in section 2.
Add a new group with the name of the group you added in the Azure Active Directory,
without the cpm prefix. Select the Groups tab and then select + New and add a name for

the group.
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@WS | N2ws Backup & Recovery (CPM)

@ Exit Server Setting Identity Provider

&, General Settings Groups 3

ngs

4 users .
@ The IDP Integration feature is disabled in Settings

dentity Provider

Account Registration + New & Edit M Delete T Refres
Patches
Name Type Enabled
Agents Configuration
Activation Key Update 1 of 5 IDP groups selected
v| Myid? Managed Yes
default_managed_users Managed Yes
default_independent_users Independent Yes
default_root_delegates Delegate Yes
default_root_delegates_readonly Delegate Yes

6. Select Save.
7. Return to the Settings tab and select Test Connection.
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The process to configure N2WS to work with CloudFormation is a single stream that starts with
subscribing to N2WS on the Amazon Marketplace and ends with configuring the N2WS server.
e N2WS provides a number of editions all of which support CloudFormation.
e An IAM role will automatically be created with minimal permissions and assigned to the
N2WS instance.
1. Goto https://aws.amazon.com/marketplace
2. Search for N2WS.
3. Select CPM Edition to install:

e Free Trial & BYOL
e Advanced

e Free

e Standard

e Enterprise

Configuring N2WS with CloudFormation

Continue to Subscribe

N2WS Backup & Recovery (CPM) Free Trial & BYOL
Edition

oWS -

N2WS Cloud Protection Manager is the AWS backup and disaster recovery solution of choice for

Save to List |

N2W Software (&'  Latest Version: 3.0.0

Typical Total Price

thousands of customers worldwide. Combining the agility of the cloud with the robustness and $0'042/hr
~ Show more osted on t3.medi ,,_;,_.-,-
. . i lia). View Details
Linux/Unix  srdodedrd 22 AWS reviews | 2 external reviews
Pricing Usage Support Reviews

Overview

Product Overview

TRY OUT This leading AWS backup, recovery and DR solution purpose-built for
AWS workloads - N2ZWS Backup & Recovery 30-DAY FREE TRIAL & BYOL Edition.
After trial ends, N2WS automatically converts into a FREE version that still

Highlights

& Automate backup of EC2 instances, EBS volumes, RDS,
DynamoDB, Aurora, EFS and Redshift using flexible
policies and schedules. Clone your VPC settings and

protects you! (limited to protecting up to 5 instances)

By leveraging native snapshot technology N2WS provides an additional layer of
security within your AWS environment and supports your EC2, NoSQL and
serverless workloads. N2WS enables you to fully automate backup of EC2, EBS,
RDS, Redshift, Aurora, EFS and DynamoDB - and leverage 1-click recovery to
restore a single file or your entire environment in less than 30 seconds.

With support for different storage tiers: native AWS backups and archive to
Amazon 53, N2WS enables cost reduction for data retained long term.

N2WS enables you to build effective disaster recovery plans and recover data
across multiple AWS accounts and regions. In addition, flexible policies and
schedules enables you to scale your AWS environment whilst ensuring it is fully

protected.

perform disaster recovery (DR) across AWS accounts or
regions. Protect your environment from outages,
failures and data loss

Perform application consistent backups of your critical
data, eliminating the need for maintenance windows
and unnecessary downtime. Rapidly recover single files
without having to restore the entire instance.

Easy to use interface with real-time alerts, reporting
and integration with other services via the N2WSs CLI
and RESTful APL. N2WS is also designed for multi-
tenancy allowing you to manage multiple accounts
from one console

4. Select Continue to Subscribe. Log in and select Accept Terms.
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N2WS Backup & Recovery (CPM) Free Trial & BYOL Continue to Configuration
2WS Edition

< Product Detai Subscribe

Subscribe to this software

You're subscribed to this software. Please see the terms and pricing details below or click the button above to
configure your software.

Terms and Conditions

N2W Software Offer

5. Select Continue to Configuration.

N2WS Backup & Recovery (CPM) Free Trial & BYOL
2WS Ed itiun You must first configure the software.

< Product Detai Subscribe  Configure

Configure this software —

Choose a fulfillment option below to select how you wish to deploy the software, then enter the information Choose and configure a delivery method
requ|red to conﬁgure the deployment. to see an estimate of typical software

and infrastructure costs.

Fulfillment Option

Amazon Machine Image
Select a fulfillment option v o
Deploy a vendor-provided Amazon Machine Image

(AMI) on Amazon EC2

CloudFormation Template
Deploy a complete solution configuration using a
CloudFormation template

6. In the Fulfillment Option drop-down list, select CloudFormation Template. Select the
relevant Software Version and Region and then select Continue to Launch.

N2WS Backup & Recovery (CPM) Free Trial & BYOL R —
2WS Edition
< Product Detail Subscribe Configure
Configure this oftware
Choose a fulfillment option below to select how you wish to deploy the software, then enter the information This is an estimate of typical software
required to configure the deployment. and infrastructure costs based on your

configuration. Your actual charges for
each statement period may differ from
this estimate.

Fulfillment Option

CloudFormation Template Software P Icing

CloudFarmation Template M Deploy a complete solution configuration using a N2WS Backup & S0/hr
CloudFormation template Recovery (CPM)
Free Trial &
Cloud Protection Manager Free Trial & BYOL (CFT) ¥ BYOL Edition

Software Version

3.0.0 (Feb. 14, 2020) v Whats in This Version

N2WS Backup & Recovery (CPM) Free Trial & BYOL Edition

Learn more

7. In the Launch this software page, select Launch CloudFormation in the Choose Action list
and then select Launch.
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N2WS Backup & Recovery (CPM) Free Trial & BYOL
2WS Edition

< Product Detail Subscribe Configure  Launch

Launch this software

Review your configuration and choose how you wish to launch the software.

Configuration Details

Fulfillment Option Cloud Protection Manager Free Trial & BYOL (CFT)
N2WS Backup & Recovery (CPM) Free Trial & BYOL Edition

Software Version 3.0.0

Region US East (N. Virginia)

Usage Instructions

Choose Action

Choose this action to launch your configuration through the AWS

Launch CloudFormation v | CloudFormation console.

Launch
The Create stack/Specify template page opens.
CloudFormation Stacks Create stack
el Create stack
Specify template
Step 2 Prerequisite - Prepare template
S5p St
Prepare template
Step 3 Every stack is based on a template. A template is a JSON or YAML file that contains configuration information about the AWS resources you want to include in the stack
Sy ! Q Template is ready Use a sample template Create template in Designer

Specify template

A template is a JSON or YAML file that describes your stack's resources and properties.

Template source
ecting a template generates an Amazon $3 URL where it will be stored

© Amazon 53 URL Upload a template file

Amazon 53 URL
https://s3.amazonaws.com/awsmp-fulfillment-cf-templates-prod/ 14807 f7-6eb0-4030-9b6 1-8782f8e8e834.384bfe20-20ee-418¢-372a-63d707b

Amazon 53 template URL

S3 URL: https://s3.amazonaws.com/awsmp-fulfillment-cf-templates-prod /14807 ff7-6eb0-4030-9b6 1-8782f8e8e834.384bfe20-2 View in
Oee-41B¢-37aa-63d707b17a06.template Designer

8. Under Prepare template, select Template is ready.
9. Under Template source, choose Amazon S3 URL. Select the default Amazon S3 URL and
then select Next. The Specify stack details page opens.
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10. Complete the Stack name and Parameters sections.
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CloudFormation Stacks

Specify template

Specify stack details

Specify stack details

Stack name

Stack name

cpm-30

Parameters
Parameters are defined in your templat

Instance Configuration

nstance Type

t3.madium
Networking and Security Configuration
Key Pair
\ ¥f a ting EC2 Key!

my-key-pair
VPC

vpc-1a4e8062 (172.31.0.0/16)
Subnet

in VP

subnet-ac09d0e? (172.31.16.0/20)

nbound Access CIDR

0.0.0.0/0

Cancel

Previous

For Inbound Access CIDR, security groups act as a firewall for associated instances,
controlling both inbound and outbound traffic at the instance level. Configuring Inbound

Access CIDR allows you to add rules to a security group that enable you to connect to

your Linux instance from your IP address using SSH:
If your IPv4 address is 203.0.113.25, specify 203.0.113.25/32 to list this single

11. Select Next. The Configure stack options page opens.

IPv4 address in CIDR notation. If your company allocates addresses within a range,
specify the entire range, suchas 203.0.113.0/24.
If you specify 0.0.0.0/0, it will enable all IPv4 addresses to access your instance

using SSH.

For further details, refer to “Adding a Rule for Inbound SSH Traffic to a Linux Instance”
at https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/authorizing-access-to-an-

instance.html
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CloudFormation Stacks eate stack

e Configure stack options

Specify template
Tags

Specify stack details You ca fy tags (k Je pairs) to apply t urces it tack. an adc to 50 unigue tags for ca ik, Learn more [

e sn e oplicns Name CPM-3.0 Remove
[ addtag

to explicitly def ow Clow natio te, madify, or delet U the stack. If o't 2 role, € srmatic per
dentials. Learn more [/

IAM role - optional

12. Complete the stack options and select Next. The Review page opens.

CloudFormatior Stacks

3 Stacks (8) (o cpm-30 Detete | [ updste | [ Stacksctions v | [ Grestestack ¥
Q Stack info Events Resources Outputs Parameters Template Change sets
net v
Events (1) CD m
[} @
Timestarmp Logieal 1D Status Status reason
1 @ CREATE_IN S u i

@ The following resource(s) require capabilities: [AWS::1AM::Role]

This template contains Identity and Access Management (IAM) resources that might provide entities access to make changes to your AWS account.
Check that you want to create each of these resources and that they have the minimum reguired permissions. Learn more

| acknowledge that AWS CloudFormation might create |AM resources.

Cancel | Previous || Create change set |m

13. Select | acknowledge that AWS CloudFormation might create IAM resources, and then
select Create stack. The CloudFormation Stacks page opens.

14. Select the new stack. The Instances page opens.

15. Select the instance. Copy the Instance ID value shown in the Description tab and select
Launch Instance. The N2WS Server Configuration page opens.

Note: Configure CPM with CloudFormation will fail where the requested Instance type
is not supported in the requested Availability Zone. Retry your request, but do
not specify an Availability Zone or choose us-east-1a, us-east-1b, us-east-1c, us-
east-1d, or us-east-1f.

16. Continue configuring N2WS as in section 2.
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21 Managing Snapshots with Lifecycle Policies

In addition to creating and managing EBS snapshots, N2WS can store backups in Simple Storage
Service (S3) and S3 Glacier, allowing you to lower backup costs when storing backups for a
prolonged amount of time. N2WS allows you to create a lifecycle policy, where older snapshots
are automatically moved from high-cost to low-cost storage tiers. A typical lifecycle policy
would consist of the following sequence:

1. Store daily EBS snapshots for 30 days.

2. Store one out of seven (weekly) snapshots in S3 for 3 months.

3. Finally, store a monthly snapshot in S3 Glacier for 7 years, as required by regulations.

Note: Storing snapshots in S3 in not supported for periods of less than 1 week.

Configuring a lifecycle management policy in N2WS consists the following sequence:

1. Defining how many EBS snapshots to keep.

2. Enabling and configuring Backup to S3.

3. Enabling and configuring Archive to S3 Glacier.

Refer to https://aws.amazon.com/s3/storage-classes for detailed S3 storage class information.

21.1 Using S3 with N2WS

Using the N2WS Copy to S3 feature, you can:
e Define multiple folders, known as repositories, within a single S3 bucket
e Define the frequency with which N2WS backups are moved to a Repository in S3, similar
to DR backup. For example, copy every third generation of a N2WS backup to S3.
e Define backup retention based on time and/or number of generations per Policy.
e N2WS stores backups in S3 as block-level incremental backups.

Note: Only one S3 operation is allowed for a policy at a time — Copy, Recovery, Archive, or
retention Cleanup. For instance, an S3 Copy or S3 Recovery is not allowed when the
S3 backup retention Cleanup is executing. If the S3 Cleanup process is running at the
time of an S3 Copy or Recovery, you can abort the Cleanup process in order to allow
the Copy or Recovery process to continue. See section 21.5.3.

Important: AWS Encryption at the bucket-level must be enabled.

Strongly Recommended:

e S3 buckets used by Copy to S3 should not be used by other applications.
e Versioning at the bucket level should be disabled.

Notes: Before continuing, consider the following:

e Copy to S3 currently supports only backups of Windows and Linux instances. RDS,
DynamoDB, etc. are not supported.
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Note:

e Independent volumes will be supported in a future release.

Most N2WS operations related to the S3 repository (e.g. writing objects to S3,
clean up, restoring, etc.) are performed by launching N2WS worker instances in
AWS. The worker instances are terminated when their tasks are completed.

21.1.1 Limitations

Only copy of instance backups is supported.

Copy to S3 is supported for weekly and monthly backup frequencies only. Daily backup
copies to S3 are not supported.

Copy of standalone volumes is not supported.

Copy is not supported for other AWS resources that N2WS supports, such as RDS and
Aurora.

Snapshots consisting of ‘AMI-only’ cannot be copied to a S3 repository.

The root volume of instances purchased from Amazon Marketplace, such as instances
with product code, cannot be copied to S3. The data volumes of such instances, if they
exist, will be copied.

Backup records that were copied to S3 cannot be moved to Freezer.

User cannot delete specific snapshots from S3 repository. S3 snapshots are deleted
according to retention policy. In addition, users can delete all S3 snapshots of a specific
policy, account or an entire repository. See below.

A separate N2WS server, for example, one with a different “CPM Cloud Protection
Manager Data” volume, cannot reconnect to an existing S3 repository.

In order to use the Copy to S3 functionality the “cpmdata” policy must be enabled. See
N2WS User Guide for details on enabling the “cpmdata” policy.

Only a single S3 operation is possible on a policy at any given time. Additional
executions of Copy to S3 backups will not occur if the previous execution is still running.
Restore from S3 is always possible, except when Cleanup is running

AWS accounts have a default limit to the number of instances that can be launched.
Copy to S3 launches extra instances as part of its operation and may fail is the AWS
guota is reached. See N2WS User Guide for details.

Copy and Restore of volumes to/from regions different from where the S3 bucket
resides may incur long delays and additional bandwidth charges.

Instance names may not contain slashes (/) or backslashes (\) or the copy will fail.

21.1.2 Cost Considerations

N2W Software has the following recommendations to N2WS customers for help lowering
transfer and storage costs:
e Lowering transfer fees:

When an ‘N2WSWorker’ instance is using a public IP (or NAT/IGW within a VPC) to
access an S3 bucket within the same region/account, it results in network transfer fees.
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e Using a VPC endpoint instead will enable instances to use their private IP to
communicate with resources of other services within the AWS network, such as S3,
without the cost of network transfer fees.

e For further information on how to configure N2WS with a VPC endpoint, see section
Appendix A.

21.1.3 Overview of S3 and N2WS

The Copy to S3 feature is similar in many ways to the N2WS Disaster Recovery (DR) feature.
When Copy to S3 is enabled for a policy, copying EBS snapshot data to S3 begins at the
completion of the EBS backup, similar to the way DR works. Copy to S3 can be used
simultaneously with DR feature.

21.1.4 Workflow for Using S3 with N2WS

1.
2.
3.

Define an S3 Repository.

Define a Policy with a Schedule, as usual.

Configure the policy to include Copy to S3 by selecting the Lifecycle Management
(Snapshot/S3/Glacier tab. Turn on the Backup to S3 toggle and complete the parameters.
If you are going to back up and restore S3 instances and volumes across accounts and
regions, prepare a Worker Configuration using the Worker Configuration tab. See section
22.

Use the Backup Monitor and Recovery Monitor, with some additional controls, to manage
S3 snapshots as usual.

21.2 The S3 Repository

21.2.1 Configuring an S3 Repository

There can be multiple repositories in a single AWS S3 bucket.

1.

2.

In N2WS, select the S3 Repositories tab.
GEWS | N2ws Backup & Recovery (CPM) Q | Marr20z0336em | B | 8] 552 | () | @) demo v

Dashboard S3 Repositories

. Backup Monitor

&  Recovery Monitor a ositories Q

[+]

@  Recovery Scenario Monitor + New

®  Reports ) )
Name a  Account AWS Region AWS 53 Bucket Policies

b Accounts
Policies
Recovery Scenarios
Schedules

¥ Agents

#%  Worker Configuration

3 Resource Control Monitor

= Resource Control Groups

Select + New.
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G\TQ\WS | N2ws Backup & Recovery (CPM) Q | marrzo0azzem | 5 | 8] 4% | B) | (©) demo -

Dashboard New S3 Repository

*. Backup Monitor

a  Recovery Monitor
@ Recovery Scenario Monitor

®  Reports

e Accounts

1 Policies

Recovery Scenarios

Schedules demo —~

3. Inthe New S3 Repository screen, complete the following information:

e Name - Type a unique name for the new repository, which will also be used as a folder
name in the AWS bucket. Only alphanumeric characters and the underscore are
allowed.

e Description - Optional brief description of contents of repository.

e User — Select the user in the list.

e Account - Select the account that has access to the S3 bucket.

e AWS Region - Select the region in which the S3 bucket is located.

e S3 Bucket Name - Type the name of the S3 bucket that exists in this region.

Note: AWS encryption must have been enabled for the bucket.

4. When complete, select Save.

21.2.2 Deleting an S3 Repository
You can delete all snapshots copied to a specific S3 repository.

Note: Deleting a repository is not possible when the repository is used by a policy. You
must change any policy using the repository to a different repository before the
repository can be deleted.

1. Select the Repositories tab and then select a repository.
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(" ‘ Mar 1, 2020 2:14 PM ‘ [ ‘ l”r'.3| SOb ‘ (?) ‘ (Q) demo ~
-‘{ ‘ P = L5y L/ p

Q All Accounts v 20 records/page v

- Account AWS Region AWS 53 Bucket Policies

accounti us-east-1 n2ws

2. Select” Delete.

21.3 The S3 Policy

21.3.1 Configuring a Policy to Backup to S3

Configuring a Policy for Copy to S3 backups includes definitions for the following:

e Name of the S3 Repository defined in N2WS.

e Interval of AWS snapshots to copy.

e Snapshot retention policy.
It is possible to retain a backup based on both time and number of generations copied. If both
Time Retention (Keep backups in S3 for at least x time) and Generation Retention (Keep
backups in S3 for at least x generations) are enabled, both constraints must be met before old
snapshots are deleted or moved to Glacier, if enabled.

For example, when the automatic cleanup runs:

o [f Time Retention is enabled for 7 days and Generation Retention is
disabled, S3 snapshots older than 7 days are deleted or archived.
If Run ASAP is executed 10 times in one day, none of the snapshots would
be deleted until they are more than 7 days old.

e |f Generation Retention is enabled for 4 and Time Retention is disabled,
the 4 most recent S3 snapshots are saved.

e [f Time Retention is enabled for 7 days and Generation Retention is
enabled for 4 generations, a single S3 snapshot would be deleted, or
archived, after 7 days if the number of generations had reached 5.

1. Inthe left panel, select the Policies tab.
2. Select a Policy and then select ¢ Edit.
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3. Select the Lifecycle Management tab.
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4, Complete the following fields:

Backup to S3 — By default, Backup to S3 is disabled. Turn the toggle on to enable.
S3 Repository - Select the Repository in the S3 bucket to copy your backup to.

In the Store one backup every X generations list, select the frequency for storing

backups in S3.

Specify retention: To retain backups based on either the length of time or the number of
generations alone, clear the check box for the other parameter. By default, backups are
retained in S3 based on both the length of time and number of generations.
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e Store one backup every x generations: Select the number of generations between
backups to move. For example, if Store one backup every is 3, move every 34 N2WS
backup to S3.

e Keep backups in S3 for at least: - Select the length of time and/or the number of
generations check boxes to enable the method(s) for determining how long the
backups should be kept in S3. Select the relevant parameters in the respective lists.

5. Inthe Storage settings section, choose the following parameters:

e Select the Target repository in the S3 bucket to move the backup to, or select + New to
define a new repository. If you define a new repository, select — Refresh before
selecting.

e Choose a S3 Storage Class that meets your needs:

e Standard — (Frequent Access) - For frequent access and backups.

e Infrequent Access — For data that is accessed less frequently.

e Intelligent Tiering — Automatic cost optimization for S3 copy.
Intelligent Tiering incorporates the Standard (Frequent Access) and Infrequent
Access tiers. It monitors access patterns and moves objects that have not been
accessed for 30 consecutive days to the Infrequent Access tier. If the data is
subsequently accessed, it is automatically moved back to the Frequent Access tier.
For more information about Amazon S3 Storage Classes, see
https://aws.amazon.com/s3/storage-classes/.

Notes: Storage charges:

e S3Infrequent Access and Intelligent Tiering have minimum storage duration
charge.

e S3Infrequent Access has per GB retrieval fee.
For additional information, refer to AWS S3 documentation.

6. Select Save.

21.3.2 Recovering an S3 Backup
You can recover an S3 backup to the same or different regions and accounts.
Note: ‘Marked for deletion’ snapshots can no longer be recovered.

1. Select the Backup Monitor tab.

2. Select a backup and then select <= Recover.

3. Inthe Restore from drop-down list of the Recover screen, select the name of the S3
Repository to recover from. If you have multiple N2WS accounts defined, you can choose a
different target account to recover to.
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In the Restore to Region drop-down list, select the Region to restore the S3 copy to. The
source Region of the S3 copy is displayed in the Region column.
If you select <> Recover Volumes Only, the Volume Recovery screen opens and you can:

e Explore and select volumes for recovery

e Define Attach Behaviour

e Define the AWS Credentials for access

e Configure a Worker in the Worker Configuration tab

e CloneaVPC

Note: If recovering an S3 instance, you can specify the recovery encryption key:

e If Use Default Volume Encryption Keys is enabled, the recovered volumes
will have the default key of each encrypted volume.

e If Use Default Volume Encryption Keys is disabled, all encrypted volumes will
be recovered with the same key that was selected in the Encryption Key list.

- N ckun & Recoverv (CPM) M) Mar 2, 202 34 AN 14| 5 o |
Instance Recovery a x
S AMI Assistant
Basic Options Volumes Advanced Options Worker Configuration
Launch from AMI Handling
Snapshot v Deregister after Recovery ~
Instance Type nstance Profile ARN
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Encryption Key

abc ~

Networking

Recover Instance Close
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If you selected << Recover, the Instance Recovery screen open to the Basic Options tab

Change the Basic Options default values as necessary.

b. Continue defining the Recovery options in the Volumes and Advanced Options tabs. See

sections 10.2.2 and 10.2.3 respectively.

If a worker has not been configured or assembled by N2WS, the Worker Configuration

tab will appear next to the Advanced Options. Complete the form as necessary for the

current recovery.

Note: If you choose ‘Any’ in the Subnet drop-down list, N2WS will automatically
choose a subnet that is in the same Availability Zone as the one you are
restoring to. If you choose a specific subnet that is not in the same
Availability Zone as the one you are restoring to, you will have to choose a
different subnet from the Subnet drop-down list.

d. Select Recover Instance.
If you selected << Recover Volumes Only:

GE ~ | N2WS Backun & Recoverv (CPM) () Mar 2, 2020 12:23 AM 18| 35 @@

Volume Recovery from Instance i-070b1da57859dfd94 ax

Volumes

~  Zone Original Volume ID Capacity (GIB) Type I0PS Encrypted Device Preserve Tags Attach tc

2 of 2 Volumes selected

v us-east-1a ~ | vol-ObcZe38b2ce252eb.. | 5 General Purpose 55D v Yes rdevssdf v

v Js-east-13 ~ | vol-0a04bf742e08b1b68... | 30

BeEeee m

Change the default values as necessary. In the Attach Behaviour drop-down list, select
the appropriate behavior for the recovery.

e Attach only if Device is Free
e Switch Attached Volumes
e Switch Attached Volumes and Delete Old Ones

If a worker has not been configured or assembled by N2WS, select the Worker
Configuration tab. Complete the form as necessary for the current recovery.

Note: If you choose ‘Any’ in the Subnet drop-down list, N2WS will automatically choose a

subnet in the same Availability Zone as the one you are restoring to. If you choose a
specific subnet that is not in the same Availability Zone as the one you are restoring
to, you will have to choose a different subnet from the Subnet drop-down list.
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8. To follow the progress of the recovery, select the Open Recovery Monitor link in the
Recovery Started (Open Recovery Monitor)

‘Recovery started’ message at the top right

corner, or select the Recovery Monitor tab.

{5}‘@|fﬁdemo~
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9. To abort a recovery in progress, in the Recovery Monitor, select the recovery item and then
select © Abort Recovery from S3.

21.3.3 Forcing a Single Full Copy

By default, Copy to S3 is performed incrementally for data modified since the previous
snapshot was stored. However, you can force the copy of the full data for a single iteration to
your S3 Repository. While configuring the Backup Targets for a policy with Copy to S3, select
Force a single full Copy. See section 4.2.3.

Note: This option is only available for Copy to S3.

21.3.4 Changing the S3 Retention Rules for a N2WS Policy

You can set a different retention rules in each Policy.

To update the S3 retention rules for a policy:

1. Inthe Policies column, select the target policy.

2. Select the Lifecycle Management tab.

3. Update the Keep backups in S3 for at least lists for time and generations, as described in
section 21.3, and select Save.

190



2WS

21.4 The Glacier Archive

21.4.1 Archiving Snapshots to S3 Glacier

Amazon S3 Glacier and S3 Glacier Deep Archive provide comprehensive security and
compliance capabilities that can help meet regulatory requirements, as well as durable and
extremely low-cost data archiving and long-term backup.

CPM allows customers to use the Amazon Glacier low-cost cloud storage service for data with
longer retrieval times.

The CPM can now backup your data to a cold data cloud service on Amazon Glacier by moving
infrequently accessed data to archival storage to save money on storage costs.

Notes: S3 is a better fit than AWS' Glacier storage where the customer requires regular or
immediate access to data.

Recommendations:
e Use Amazon S3 if you need low latency or frequent access to your data.
e Use Amazon S3 Glacier if low storage cost is paramount, and you do not require
millisecond access to your data.

21.4.2 Pricing

Following are some of the highlights of the Amazon pricing for Glacier:
e Amazon charges per gigabyte (GB) of data stored per month on Glacier.
e Objects that are archived to S3 Glacier and S3 Glacier Deep Archive have a minimum 90
days and 180 days of storage, respectively.
e Objects deleted before 90 days and 180 days incur a pro-rated charge equal to the
storage charge for the remaining days.
For more information about S3 Glacier pricing, refer to sections ‘S3 Intelligent — Tiering’ / ‘'S3
Standard-Infrequent Access’ / ‘S3 One Zone - Infrequent Access’ /’S3 Glacier’ /’S3 Glacier Deep
Archive’ at https://aws.amazon.com/s3/pricing/

21.4.3 Configuring a Policy to Archive to S3 Glacier

To configure archiving S3 backups to Glacier:

1. From the left panel, in the Policies tab, select a Policy and then select ¢ Edit.
2. Select the Lifecycle Management (Snapshot / S3 / Glacier) tab. See section 21.3.
3. Turn on the Archive to Glacier toggle.
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4, Complete the following parameters:
e Move one expired S3 backup to Glacier every X period — Select the frequency of
archiving.
e Keep in Glacier for X period— Select the duration of archive in Glacier.

Note: The duration is measured from the creation of the original EBS snapshot, not
the time of archiving.

5. Select the Archive Storage class:
e Glacier - Designed for archival data that will be rarely, if ever, accessed.

e Deep Archive - Solution for storing archive data that only will be accessed in rare
circumstances.

21.4.4 Recovering Snapshots from Archive

Archived snapshots cannot be recovered directly from Glacier. The data must first be copied to
S3 (‘retrieved’) before it can be accessed.

Note: The retrieving process only runs on objects that have never been retrieved. In other
words, an archived snapshot can only be retrieved once.

The process of retrieving data from archive to S3 is automatically and seamlessly managed by
N2WS. However, in order to recover an archived snapshot, user should specify the following
parameters:

e Retrieval tier

e Daysto keep
Duration and cost of Instance recovery is determined by the retrieval tier selected. Depending
on the Retrieval option selected, the restore completes in:

e Expedited - 1-5 minutes

e Standard - 3-5 hours

e Bulk-5-12 hours
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Note: A typical instance backup that N2WS stores in Glacier is composed of many data
objects and will probably take much longer than a few minutes.

To restore data from S3 Glacier:

1. Follow the steps for Recovering an S3 Backup. See section 21.3.2.

In the Backup Monitor, select a successful Glacier copy, and then select <* Recover.

3. Inthe Restore from drop-down list, select ‘Glacier’. N2WS will copy the data from Glacier to
S3 and keep it for the expiration set in Keep data in S3 for x days.

4. Inthe Restore to Region list, select the target region.

5. Select a Retrieval option (Bulk, Standard, or Expedited) and then select Retrieve.

ro

21.5 Monitoring Lifecycle Activities

After a policy with Backup to S3 starts, you can:
e Follow its progress in the Status column the Backup Monitor.
e Abort the copy of snapshots to S3.
e Stop S3 and Archive operations.
e Delete S3 snapshots.

21.5.1 Viewing Status of Backups in S3 or Glacier

You can view the progress and status of S3 and archived backups in the Backup Monitor.
1. Select the Backup Monitor tab.
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2. Inthe Lifecycle Status column, the real-time status of an S3 Copy is shown. Possible lifecycle
statuses include:

e Storing to S3 (n%)
e StoredinS3
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e Not stored in S3 — Operation failed or was aborted by user.
e Archiving
e Archived

e Marked as archived — Some or all the snapshots of the backup were not successfully
moved to Archive storage, either due to the user aborting the operation or an
internal failure. However, the all snapshots in the backup will be retained according
to Archive retention policy, regardless of their actual storage.

e Marked for deletion — The backup was scheduled for deletion according to the
retention policy and will be deleted shortly.
Note: ‘Marked for deletion’ snapshots can no longer be recovered.

e Deleted from S3/Archive — Snapshots were successfully deleted from either S3 or
Archive.

21.5.2 Aborting a Copy to S3 ‘In Progress’

The Copy to S3 portion of a Policy backup occurs after the non-S3 backups have completed.

Note: Aborting an S3 Copy does not stop the non-S3 backup portion of the policy from
completing. Only the Copy to S3 portion is stopped.

To stop an S3 Copy in progress:

1. Inthe Backup Monitor, select the policy.
2. When the Lifecycle Status is ‘Storing to S3’, select *~ Abort Copy to S3 Snapshots.

21.5.3 Stopping an S3 Cleanup in Progress

If an S3 retention Cleanup is ‘In progress’, in the Policies tab, select an S3 policy and then select
Stop S3 / Archive Operations to stop the Cleanup. See the Note in section 21 for the reasons
you might want to stop the S3 Cleanup.
e Stopping S3 Cleanup does not stop the non-S3 cleanup portion of the policy from
completing. Only the S3 cleanup portion is stopped.
e Stopping S3 Cleanup of a policy containing several instances will stop the cleanup
process for policy as follows:
e CPM will perform the cleanup of the current instance according to its retention
policy.
e CPM will terminate all S3 Cleanups for the remainder of the instances in the policy.
e CPM will set the session status to Aborted.
e CPM user will get a ‘S3 Cleanup of your policy aborted by user’ notification by email.

To stop an S3 Cleanup in progress:

1. Determine when the S3/Archiving is taking place by going to the Backup Monitor
2. Select the policy and then select =l Log.
3. When the log indicates the start of the Cleanup, select ' Stop S3 /Archive Operations.
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21.5.4 Deleting Copy to S3 Snapshots in a Repository

To delete only the snapshots copied to a specific S3 repository:

1. Select the S3 Repositories tab.

' : & 52 (14 )
&2‘“{8 ‘ N2WS Backup & Recovery (CPM) \\_) Mar 2, 2020 12:44 AM ‘ - | f_"_\ f:__)_/\
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Policies
v 53 accounti us-east-1 n2ws Acct2_Bk
Recovery Scenarios
534 Account2_BK us-east-1 n2ws

Schedules

Agents

% Worker Configuration

Resource Control Monitor

Resource Control Groups

2. Select a repository, and then select I Delete.

Note: When deleting Policies and Snapshots in the Policies tab or Account and Data in the
Accounts tab, S3 copies are also deleted.
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22  Configuring Workers

When N2WS copies data to or restores data from an S3 repository, or Explores snapshots in a
region other than that of the N2WS server, it launches a temporary ‘worker’ instance to
perform the actual work, such as writing objects into S3 or exploring snapshots.

e When performing backup operations, or Exploring in a non-N2WS server region, the
‘worker’ instance is launched in the region and account of the target instance. The
backup or Explore ‘worker’ instance is configured in the Worker Configuration tab.

e When performing restore operations, the ‘worker’ instance is launched in the region
and account that the backed-up instances are to be restored to. The restore ‘worker’
instance is selected or configured according to the following criteria:

e If a ‘worker’ for the target account/region combination was configured in the Worker
Configuration screen, that ‘worker’ instance will be used during the restore, or during the
Explore.

e If such a ‘worker’ does not exist for the target account/region combination, N2WS will
attempt to launch one based on N2WS'’s own configuration.

o |f N2WS’ configuration cannot be used because the restore, or Explore, will be to a different
account or region than N2WS’, the user will be prompted during the restore to configure
the ‘worker’.

Note: If you plan to Copy to S3 only instances belonging to the same account and residing
in the same region as that of the N2WS server, worker configuration Is not required
since the worker will derive its configuration from the N2WS server instance.

Attempts to perform S3/Glacier backup and restore operations from an account/region, or to
Explore out of the N2WS server account/region, without a valid worker configuration will fail.

You can manage workers and their configurations as well as test their communication with the
CPM in the Worker Configuration tab:
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22.1 Worker Parameters

It is necessary to define a separate worker configuration for each planned account/region
combination of Copy to S3 instance snapshots, or each Explore region that is different from the
N2WS server region:

To configure S3 worker parameters:

1. Select the Worker Configuration tab.
2. Select + New.

GEWS | N2ws Backup & Recovery (CPM) Q | marz20iza0an | [ | L% 4% | () | (@) demo -

Dashboard New Worker Configuration

¥, Backup Monitor User + New Account + New Region
“a Recovery Monitor demo v oo account1 {Backup) vz Chaose v
@ Recovery Scenario Monitor
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3. Inthe Account list, select the Account that the new worker is associated with.

4. Inthe Region list, select a Region. This configuration will be applied to all workers launched
in this region for this account.

5. Inthe Key pair list, select a key pair. Using the default, Don’t use key pair, disables SSH
connections to this worker.

6. Inthe VPC list, select a VPC. The selected VPC must be able to access the subnet where
N2WS is running as well as the S3 endpoint.

7. Inthe Security Group list, select a security group. The selected security group must allow
outgoing connections to the N2WS server and to the S3 endpoint.

8. Inthe Subnet list, select a subnet, or choose Any to have N2WS choose a random subnet
from the selected VPC.

Note: If you choose ‘Any’ in the Subnet drop-down list, N2WS will automatically
choose a subnet that is in the same Availability Zone as the one you are restoring
to. If you choose a specific subnet that is not in the same Availability Zone as the
one you are restoring to, you will have to choose a different subnet from the
Subnet drop-down list.

9. Inthe Network Access list, select a network access method.

Note: Direct network access or indirect access via an HTTP proxy is required:
e Direct - Select a Direct connection if no HTTP proxy is required.

e via HTTP proxy — If an HTTP proxy is required, select and fill in the proxy
values.
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10. Select Save.

11. In the Worker Configuration list, test the new worker by selecting # Test. In the Test Status
column, you will see ‘In Progress’. Select & Test Status. If not ‘Successful’, select ¢ Edit and
check settings.

To edit or delete a worker configuration:

1. Inthe Worker Configuration tab, select a worker.
2. Select” Delete or ¢ Edit.

22.2 Testing the Configuration for a Worker

You can simulate communication between a worker and CPM before it is needed:

To test a worker configuration:

1. Select the worker in the list and then select # Test. The ‘Worker Configuration test is
underway’ message briefly appears at the top right and the ‘In Progress’ message appears
in the Test Status column.

2. Check the results in the Test Status column: Successful or Failed.

3. Inthe case of failure, select &4 Test Status to display information about the root cause.

Information includes: Account, Region, Zone, Key Pair, VPC, Security Group, and whether a
HTTP Proxy was required.

Configuration Test Details ax
Status Q Successful
Session Start January 31, 2020 12:03 AM
Session End January 31, 2020 12:07 AM
Account al
Region US East (Ohig)
Zone Any
Key Pair avner-security-key
VPC vpc-4b586522
Security Group sg-a174f0c9
Requires HTTP Proxy No
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23  Capturing and Cloning in VPC Environments

Note: VPC support is not available with the Free edition of N2WS.

23.1 Overview of VPC and N2WS

VPC is an AWS service which allows the definition of virtual networks in the AWS cloud. Users
can define VPCs with a network range, define subnets under them, security groups, Internet
Getaways, VPN connections, and more. One of the resources of the VPC service is also called
‘VPC’, which is the actual virtual, isolated network.

N2WS can capture the VPC settings of user environments and clone those settings back to AWS:

e Inthe same region and account, for example, if the original settings were lost.

e To another region and/or account, such as in DR scenarios.

e With VPC resource properties modified in template uploaded with CloudFormation, if
required.

Once enabled from General Settings, N2WS will automatically capture VPC settings at pre-

defined intervals, such as for cleanup and tag scanning. The root/admin user can enable the

feature in the Capture VPC tab of the General Settings screen and set the interval of VPC
captures. VPC settings are enabled at the account level, by default, same as tag scanning.

Because VPC configuration metadata is small, VPC does not consume a lot of resources during

storage of the capture. Metadata is captured incrementally. If nothing changed since the last

capture, the metadata will not be captured again. This is the most common case in an ongoing
system, where defined networks do not change frequently.

e Regions - N2WS will only capture VPC settings in regions that include backed-up resources.
If the customer is not backing up anything in a specific region, N2WS will not try to capture
the VPC settings there.

e Retention - N2WS will retain the VPC data as long as there are backups requiring it. If N2WS
still holds backups from a year ago, the VPC version relevant for that time is still retained.
Once there are no relevant backups, N2WS will delete the old VPC captured data.

e CloudFormation - N2WS will use the AWS CloudFormation service to clone VPCs to an AWS
account. N2WS will create a CloudFormation template with the definitions for the VPC and
use the template to launch a new stack and create all the VPC settings in one operation.

23.2 Features of Capturing and Cloning VPCs

The objective of Capture and Clone is to provide the ability to protect VPCs from disaster, by
saving VPC configurations and allowing for recovery in any region.
e Backed up VPC entities include:

e VPC resource configuration

e Subnets - N2WS tries to match AZs with similar names and spread subnets in
destinations in the same way as in source regions.

e Security groups
e DHCP Options Sets - Not supporting multi-name in domain server name.
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e Route tables - Not supporting rules with entities that are specific to the source region.
e Network ACLs

e |nternet Gateways, Egress Internet Gateways

e VPN Gateways

Note: The Capture Log in the Capture VPC tab of General Settings reports entities not
captured or only partially captured.

VPC capturing:

e Accounts are enabled for VPC capturing by default, but this setting can be disabled as
needed.

e Captures in all regions of interest.

e N2WS will capture and save all changes made on AWS for a user’s VPCs.

e Not supported: NAT gateways, VPC peering connections, customer gateways, VPN
connections, Network interfaces, Elastic IP addresses, VPC Endpoints, VPC Endpoints
services, Transit Gateways

VPC cloning:

e Every Account that has a VPC captured in a region can clone a version of the VPC to any
destination, region, and account.

e The subnets of the cloned VPC will be located in the destination’s Availability Zone with
respect to their availability in the region.

e Users can download a template of VPC resources to manually configure and load it with
AWS CloudFormation.

23.3 Configuring VPC Capturing

The root user can:

1.
2.

3.

e Enable or disable automatic VPC captures for Accounts that are VPC-enabled.

e Schedule automatic capture interval.

e Initiate an ad hoc capture by selecting Capture Now for all VPC-enabled Accounts, even
if VPC is disabled in General Settings.

e View the last captured VPCs in the different regions and accounts in Capture Log.

Select Server Settings > General Settings.
In the Capture VPC tab, select Capture VPC Environments to enable the feature.

(CN\EWS | N2ws Backup & Recovery (CPM)

@ Exit Server Settings General Settings

— ”
Mar 2, 2020 12:56 AM ‘ podl| | [ ‘ cO
L i ad perel

CPM Server Proxy Security Capture VPC ag Scan Cleanup simple Email Service
i Us

@ LastveC Capture: Sun 03/01/2020 8:42 PM
% identity Provider

[# Account Registration +| Capture VPC Envirenments

Patches
Capture VPCs Interva

g Agents Configuration 5 * | hours

Capture Now

To change the capture frequency from the default, select a new interval from the Capture
VPCs Interval list. Valid choices are from every hour to every 24 hours.

f  Activation Key Update
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4. Select Save to update N2WS.
5. Toinitiate an immediate capture for all VPC-enabled Accounts regardless of server setting,
select Capture Now.

23.4 Updating Accounts for VPC

By default, Accounts are enabled to Capture VPCs. VPCs are automatically captured for all
enabled Accounts according to the interval configured in the General Settings. To not capture
VPCs for an Account, disable the feature in the Account.

To disable, or enable, an individual account for capturing VPCs:

1. Select the Accounts tab and then select an Account.
2. Select Capture VPCs to enable:

GZ\WS | N2W5 Backup & Recovery (CPM)

Dashboard

. Backup Monitor

wery Monitor

Policies

Recovery Scenarios

T Schedules

= Agents

£ s3Repositories

#  worker Configuration

@3 Resource Control Monitor

=] Resource Control Groups

3. Select Save.

New Account

~| Capture VPCs

23.5 Cloning VPCs

The following entities are not supported:

Cloning CIDR block IPV6 on a subnet.

Inbound and Outbound Endpoint rules of Security Groups.

Inbound and Outbound rules of Security Groups that refer to a security group on a

VPCs.

different VPC.

Route Table rules with NAT Instance as target.

Route Table rules with NAT Gateway as target.

Route Table rules with Network Interface as target.

Route Table rules with VPC peering connection as target.

Route Table rules with status 'Black Hole'.

A VPC-enabled account must have at least one policy with a backup target in order to clone

Cloning VPCs includes the following features:
Both cross-region and cross-account cloning are supported.
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e The target clone can have a new name. The name will automatically include ‘(cloned)’ at
the end.

e During instance recovery and DR, clones may be optionally created in order to replicate
a particular VPC environment before the actual instance recovery proceeds. The new
instance will have the environment of the cloned VPC and will subsequently appear at
the top of the target region and account list. A typical scenario might be to capture the
VPC, clone the VPC for the first instance, and then apply the cloned VPC to additional
instances in the region/account.

e Instances recovered into a cloned VPC destination environment will also have new
default entities, such as the VPC’s subnet definition and 1 or more security groups
attached to the instance, regardless of the original default entities. Security groups can
be changed during recovery.

When cloning VPCs to an AWS account, N2WS generates a JSON template for use with
CloudFormation.

e [f the size of the CloudFormation template generated will be over 50 kB, N2WS requires
the use of an existing S3 Bucket in the target destination for storing the template. There
should be an S3 bucket for each combination of accounts and regions in the
destination clone. The template file in a S3 bucket will not be removed after cloning.

e In addition to having a bucket in the target region in the presented settings, you must
choose that bucket when defining where to Upload the CF template to S3.

To clone captured VPCs:

1. Select the Accounts tab and then select an account.
2. Select "~ Clone VPC.

E ‘a ( :J) | L'\Q,\ demo v

GEWS | N2Ws Backup & Recovery (CPM) Q | merzzm0voom | = | L8]

Dashboard Clone VPC

*. Backup Monitor Capture Source
% Recovery Monitor
@ Recovery Scenario Monitor US East (N. Virginia) v

2  Reports

Poll
Recovery Scenarios
Schedules

§ Agents

£ 53 Repositories

¥  Worker Configuration

%= Res e Control Monitor

=] Resource Control Groups

3. Inthe Capture Source Region drop-down list, select the source region of the capture to
clone.

4. Inthe VPC drop-down list, select the VPC to clone.

5. Inthe Captured at drop-down list, select the date and time of the capture to clone.
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In the Clone to Destination Region drop-down list, select the region to create the clone.
In the VPC Name box, a suggested name for the VPC is shown. Enter a new VPC name, if
needed.

In the Account drop-down list, select the account in which to create the clone.

If the CF template is over 50 kB, the CloudFormation Template button appears. Click to
download a json file with cloning information.

Upload CF template to S3

Existing Bucket Name: ‘ mybuckef] ‘

This VPC was identified
usage of an S3 Bucket

rating a large CloudFormation template. The
ed for storing large templates

Enter an Existing Bucket Name.

Note: The existing bucket must be located in the selected target region.

10. Select Clone VPC. At the end of the cloning, a status message will appear in a box:

e VPC was Cloned. There may be an informational message that you may need to make
manual changes. Check the log for further information.

11. To view the results of the clone VPC action, select Download Log.

When cloning VPCs with resources not supported by N2WS, you can download the
CloudFormation template for the VPC, add or modify resource information, and upload the
modified template to CloudFormation manually.

To create a clone manually with CloudFormation:

i

In the Account Clone VPC screen, complete the fields as described above.

Select CloudFormation Template to download the CloudFormation JSON template.
Modify the template, as required. See section 23.5.1.

Manually upload the modified template with CloudFormation.

23.5.1 Example of CloudFormation Template

{'AWSTemplateFormatVersion': '2010-09-09',

'Description': 'Template created by N2WS',

'Resources': {'dopt4a7bcf33': {'DeletionPolicy': 'Retain',
'Properties': {'DomainName': 'ec2.internal',

'DomainNameServers': ['AmazonProvidedDNS']},
'Type': 'AWS::EC2::DHCPOptions'},
'dopt4a7bcf33vpc9d4bcbeb': {'DeletionPolicy': 'Retain',
'Properties': {'DhcpOptionsId': {'Ref':

'dopt4a7bcf33'},
'VpcId': {'Ref': 'vpc9d4bcbeb'}},

'Type': 'AWS::EC2::VPCDHCPOptionsAssociation'},
'sgcdB8afebb': {'DeletionPolicy': 'Retain',
'Properties': {'GroupDescription': 'default VPC security
group',
'GroupName': 'default-0',
'SecurityGroupEgress': [{'CidrIp': '0.0.0.0/0",
'IpProtocol': '-1"}1],
'SecurityGroupIngress': [1,
'Tags': [{'Key': 'cpm:original:GroupId',
'Value': 'sg-cd8afébb'}],
'VpcId': {'Ref': 'vpc9d4bcbe6'}},
'Type': '"AWS::EC2::SecurityGroup'},
'vpc9d4bcbe6': {'DeletionPolicy': 'Retain',
'Properties': {'CidrBlock': '10.0.0.0/24"',

'EnableDnsHostnames': false,
'EnableDnsSupport': true,
'InstanceTenancy': 'default',
'Tags': [{'Key': 'Name',
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'Type':

'Value':
{'Key': 1
'Value':
{'Key': "
'Value':
{'Key': "
'Value':
{'"Key': "
'Value':
'"AWS::EC2::VPC'} }}

'"Public-VPC-for-CF'},
cpm:capturetime',

'Aug 22, 2018 16:15'},
cpm:clonetime’',

'Aug 25, 2018 21:20'},
cpm:original:VpcId',

'vpc-9d4bcbe6'},
cpm:original:region',

'us-east-1"'}1},
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Orchestrating Recovery Scenarios

24.1 Overview

The Recovery Scenarios feature allows N2W Software users to design an object that will
automatically coordinate a sequence of recoveries for several or all backup targets of a single
policy during one recovery session.

Note:

A Recovery Scenario object is created with the saved configurations of successful
backups for the particular policy.

The user will save the recovery configuration for each selected backup target and add it
to the Recovery Scenario object.

At runtime, the user selects a successful backup record to use in the recovery.

Backups in the Freezer are not recoverable as part of a Recovery Scenario.

24.2 Conditions

e During the Recovery Process:

All Recovery Scenario targets share the same destination account and destination

region, which are set as part of the Recovery Scenario parameters.

Recovery Scenarios can have pre- and post- scripts which will run, respectively, prior to

recovery execution and subsequent to recovery completion.

e In case of a pre-script failure, the Recovery Scenario will not execute.

e In case of a Recovery Scenario failure or pre-script failure, the post-script will not
run.

e Every Recovery Scenario target has a sequential Recovery Order value within the Recovery
Scenario which determines the order in which each target is recovered.

Execution of a target recovery within the recovery scenario is sequenced using the
targets Recovery Order value. The target with the lowest Recovery Order value runs
first.

All recovery targets sharing same Recovery Order value will run in an arbitrary
sequence.

If the recovery of a target fails, the targets next in sequential order will not run, unless
Recovery Scenario’s Continue recovering ignoring failures parameter is enabled.
Testing: You can verify the Recovery Scenario input parameters, such as key pair,
security groups, and VPC, by selecting the ) Dry Run link. You will be prompted to
select a successful backup for the Dry Run just as with an actual Run Scenario.

24.3 Creating a Recovery Scenario

1. Select the Recovery Scenarios tab.
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Dashboard

Backup Monitor
covery Monitor

%  Recovery Scenario Monitor + New & Edit

®  Reports

Name
b Accounts 1 of 4 recovery scenarios selected

Policies
+| RS-AK-SK-P1

Recovery scenarios

rs-instances
Schedules
rs-redshift
i Agents
rs-volumes

£ 53 Repositories

% Worker Configuration

Resource Control Monitor

Resource Control Groups

2. Select + New.

GEWS | N2ws Backup & Recovery (CPM)

Dashboard

Backup Monitor

Recovery Monitor

Scenario Manitor vame
User
demo
3 Policies
Recovery Scenarios
Policy
Schedules .
P
3 Agents
Description
rce Control Monitor
rce Control Groups ;
Recovery Destination Account

Original Account

Enable Agent Scripts

Q Al

B) Run Scenario

Recovery Scenario Details

Accounts

) Dry Run

Policy

AKSK-P1

Create Recovery Scenario

Recovery Targets

New Account
v = account!
New

v | o

[ Delete

Recovery Destination Reglon

~ Original Region

All Policies v

Account

ACCOUNT-1AM-USER-edited

account!

accountl

accountl

€ &
Q

All

Recovery Scenarios

Destination Account

Original Account
Original Account
Original Account

Original Account

3. Inthe Recovery Scenario Details tab, complete the fields as follows:

e Name — Enter a unique name.

Destination Region

Original Region
Original Region

Original Region

Original Region

Save

Cancel

e User, Account, Policy - Select from the lists or select + New. After an addition, select &
Refresh. Select the policy for which the Recovery Scenario is defined.

e Recovery Destination Account and Recovery Destination Region — Select from the lists.
e Enable Agent Scripts — Select if the Recovery Scenario will be run by a custom script.
The default is not to run user scripts. See section 24.7.

e Select Agent Script Timeout in seconds from the list. When the timeout is reached,
CPM will skip the script and continue with the recovery scenario.
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e Collect Script Output — Whether to collect script output in a log. Default is to collect.
e Continue recovering ignoring failures — Whether to continue the sequence of
recoveries in the scenario if there is a failure. The default is to not continue the script on
the failure of a recovery.
4. Select Save.
5. Select the Recovery Targets tab.

e

GEWS | N2ws Backup & Recovery (CPM) Q | marzzoz0t2emm | = | L5

0

©)

Dashboard Create Recovery Scenario

Backup Monitor Recovery Scenario Details Recovery Targets
Recovery Monitor
0 Auto-assigned fields will be computed at recovery time, and their actual values may differ from the currently displayed values.

@  Recovery Scenario Monitor

Y Reports = Add Recovery Targets

nstances

»  Accounts

Poli

Schedules

3 Agents

. 53 Repositories

#%  Worker Configuration

Resource Control Monitor

Resource Control Groups

6. Inthe Add Recovery Targets menu, select a resource type from the target policy to add to
the scenario.

Add Volumes a =
Q
Name T Volume ID Status Capacity Type 10PS Encrypted Zone
1 of 2 volumes selected
v N2WS - Data Volume vol-0298d9ad6417254dfS avallable 100 GiB EP2 300 No us-east-1a
M2WS - Data Volume_2 vol-00b5ad10c808cffcD avallable 100 GiB gp2 300 MNo us-east-1a

7. Select one or more Recovery Targets for the resource type, and then select Add Selected.
8. To change the Recovery Source for a target, select an option from the list.
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Dashboard rs-instances
. Backup Monitor Recovery Scenario Details Recovery Targets

% Recovery Monitor i
@ Auto-assigned fields will be computed at recovery time, and their actual values may differ from the currently displayed values

& Recovery Scenario Monitor

2 Reports £ Add Recovery Targets

b Accounts
Instances

Policies
& Remove from List o

m  Schedules v Original Instance Name Instance ID Original Region Recovery Source Recovery Order

2l Agents Z
g 1 of 1 Instances selected

>

&, S3 Repositories v windows i-0d6abf533¢3049e61 US East (N. Virginia) Original Account (accc v

<

#%  Worker Configuration

#2  Resource Control Monitor

<] Resource Control Groups

9. To change the Recovery Order for a target, select a value from the list.

e Every Recovery Scenario target has a number identifying the sequential order of
execution within the Recovery Scenario.

e The execution of the recovery source within the Recovery Scenario is sequenced using
the target’s Recovery Order value. The recovery of the target with the lowest value runs
first.

10. For Instance and EFS Recovery Targets, it is important to configure the recovery details for

each target. Select a recovery target and then select ® Configure. See section 24.3.1.

11. When all details are complete, select Save in the Create Recovery Scenario screen.

24.3.1 Configuring an Instance Recovery Target

The Configuration screen opens with additional tabs:
e Basic Options
e Atab for the resource type, such as Volumes
e Advanced Options

Note: The configuration Auto assigned values may be different than the values that are
shown as grayed-out. In order to be sure about a value, you need to assign it.

For each data item in the configuration tabs, assign the appropriate value. In each tab, you can
customize a setting by turning off its Auto assigned toggle. Depending on the data item, you
can:

e Select a different value from the Custom drop-down list.
e Enable or disable a feature.

e Enter a new value.
When finished with each tab, select Close.

In the Basic Options tab, you can configure basic recovery actions, such as whether to launch
from a snapshot or image, which key pair to use, and network placement.

Note: Since not all instance types are available in all AWS regions, recovery of an instance
type to a region where the type is unsupported may fail. Where the instance type is
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not supported yet in an AWS region, we recommend configuring a supported
Instance Type in the Basic Options parameters. See section 10.2.1.

¢ poe~ | N2WS Backun & Recaverv (CPM) ar 2,207 [
“—'¥<  Configure Instance i-0d6abf533¢3049e61 A x

Basic Options Volumes Advanced Options
Launch from
Snapshot v
Snapshot nac futo axsgrac nstances to Launch
Image v ) -~

v

Networking E
Ao assgned

Close

I Stickv Notes ¥
In the Volumes tab, you can configure device information, such as capacity and type and

whether to preserve tags and delete on termination. To expand the configuration section for a
volume, select the right arrow 2.

Basic Options Volumes Advanced Options

w| Original Volume ID Name

1 of 1 volumes selected

v || vol-0f811cbd2bc0d1426 windows

Capacity (GiB)

45

<>

»

I Grindstone B
In the Advanced Options tab for an instance, you can customize recovery target features, such

as architecture, shutdown behavior, whether to enable ENA and user data.
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Advanced Options

For complete details about performing an instance recovery, see section 10.2.

24.4 Testing a Recovery Scenario

The Dry Run option allows you to determine whether the input parameters, such as key pair,
security groups and VPC, are correct for the recovery.

To test a Recovery Scenario:

1. In the Recovery Scenarios tab, select a Recovery Scenario and then select © Dry Run.

2. In the list of successful backups, select one backup to recover from, and then select Dry
Run.

3. Open the Recovery Scenario Monitor.

4. Inthe Status column for the Recovery Scenario, you will see a success message for the test:

& Recovery Successful p

5. Selecting " Recoveries brings you to the regular Recovery Monitor.

24.5 Managing Recovery Scenarios and Targets

To manage a Recovery Scenario object:

1. Inthe Recovery Scenarios tab, select a scenario.
2. Select ¢ Edit, ) Delete, ) Run Scenario, or & Dry Run, as needed.

To manage targets in the scenario:

1. Inthe Recovery Scenarios tab, select a scenario, and then select < Edit.

2. To delete a target, select the Recovery Targets tab, select a target, and then select &
Remove from List.

3. Depending on the resource type, the action L= Configure is available. Configure opens tabs
for Basic Options, resource type details, and Advanced Options.
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24.6 Running and Monitoring a Recovery Scenario

1. Inthe Recovery Scenarios tab, select a Recovery Scenario and then select &' Run Scenario.
A list of backups, successful and unsuccessful, opens.

Recovery Scenario - rs-instances A x

Select Backup to Recover From

Start Time: Feb 22, 2020 8:18 PM, End Time: Feb 22, 2020 8:25 PM, Status: Successful, DR Status: Completed
(:.:) Start Time: Feb 22, 2020 7:36 PM, End Time: Feb 22, 2020 8:15 PM, Status: Successful, DR Status: Completed
Start Time: Feb 22, 2020 12:53 AM, End Time: Feb 22, 2020 1:31 AM, Status: Successful, DR Status: Completed

Start Time: Feb 20, 2020 4:24 PM, End Time: Feb 20, 2020 4:26 PM, Status: Successful, DR Status: Completed

Recover Close

2. Select one successful backup to recover from and then select Recover.

The started message opens in the top right corner:
@ Recovery Scenario Run Started (Recovery Scenario Runs)

3. To open the Recovery Scenario Monitor, select the link, or select the Recovery Scenario
Monitor tab.

GEWS | N2ws Backup & Recovery (CPM) Q | marsnmasa | = | £

Dashboard Recovery Scenario Monitor

Backup Monitor

Recovery Monitor All Recovery Scenarios hd All Accounts v All Policies ~ All Scenario Run Statuses ~ 20 records/page v
Recovery Scenario Monitor © Refresh
% Reports ) . . -
Recovery Time w  Backup Time Recovery Scenario Account Policy Statu
» Accounts Mar 2, 2020 1:43 AM Feb 22, 2020 7:56 PM rs-instances accountt p1 o-r
Pal
Feb 23, 2020 4:23 PM Feb 23, 2020 4:03 PM RS-AK-5K-P1 ACCOUNT-IAM-USER-edited AK-SK-P1 o R
Recavery Scenarios
T Feh 23, 2020 4:23 PM Feb 23, 2020 4:03 PM RS-AK-SK-P1 ACCOUNT-IAM-USER-edited AKSK-P1 Qr
Agents Feh 23, 2020 4:06 PM Feb 23, 2020 4:03 PM RS-AK-SK-P1 ACCOUNT-IAM-USER-edited AK-SK-P1 L
Feh 20, 2020 6:15 PM Feb 20, 2020 5:40 PM rs-redshift accountt redShift L
, 53 Repositories
Feh 20, 2020 6:14 PM Feb 20, 2020 5:40 PM rs-redshift account redShift
% Worker Configuration o o - Or
Feb 20, 2020 6:13 PM Feb 20, 2020 5:40 PM rs-redShift accounti redShift &=r
ce Control Monitor
Feb 20. 2020 5:43 PM 2020 5:40 PM rs-redShift account redShift &=r
Resource Control Groups
Feb 20, 2020 4:40 PM Feb 20, 2020 4:31 PM rs-redShift account redShift @ r
Feh 20, 2020 4:39 PM Feb 20, 2020 4:23 PM rs-redshift account redShift QR
Feb 20, 2020 3:24 PM Feb 20, 2020 3:20 PM rs-volumes account! @-r
Feb 20, 2020 3:22 PM Feb 19, 2020 8:43 PM rs-volumes accounti vols Or
Fah 19 7120 607 P Feh 199070 /50 PM re-unllimas arconnt! wnls LM
4  rmrm— L

211



4.

5.

6.

2WS

A Status of ‘Recovery succeeded’ with a test tube icon & next to it indicates that the
recovery was a Dry Run.

To view details of the recovery in the Run Log, select a Recovery Scenario and then select

=l Log.

Recovery Scenario Run Log

Time

03/02/2020 1:43:54 AM

03/02/2020 1:43:54 AM

03/02/2020 1:43:54 AM

03/02/2020 1:43:56 AM

03/02/2020 1:43:36 AM

03/02/2020 1:43:58 AM

Level

& Info

& nfo
& nfo

@& nfo
& nfo
& Info

(& Download Log = Refresh

Message

Recovery scenario 'rs-instances’ run start, backup [Palicy: p1, Time: 2020-02-22
17:56:52.002028), user scripts not enabled

Scenario has 2 target(s) for recovery.
Run recovery for Instance, i-077441dd85a72e6d5.

Recovery in progress for i-077441dd85a72e6d5. Recovery process can be followed in the
recovery monitor.

Run recovery for Instance, i-0d6abf333c3049e61.

Recovery in progress for i-0d6abf333c3049e61. Recovery process can be followed in the
recovery monitor.

To delete a run record, select a scenario, and then select ' Delete Record.

Note: Deleting a run record will trigger deletion of all its target recovery records.

To view a live recovery, select a scenario, and then select “* Recoveries. The Recovery

Monitor opens.

24.7 Recovery Scenario User Scripts

When Enable Agent Scripts is set in the Recovery Scenario Details tab, N2WS will run two

scripts, one before and one after the recovery run:

e Dbefore <recovery scenario name>

Not

e after <recovery scenario name>
A file extension is optional and, if added, may be for any interpreter.

e: This is somewhat similar to the Linux Backup Scripts feature described in the Before
Script and After Script topics, sections 6.3.1 and 6.3.2.

These scripts must be located on the N2WS server in the following folder:
e Forrootuser: /cpmdata/scripts/scenario

e For non-root user: /cpmdata/scripts/scenario/user name

24.7.1 Before Script

The before script passes the following parameters, in the following order:

# Parameter Notes
1 Scenario Id
2 Account Id May be null, if the value is NULL.
3 Policy account Id
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#

Parameter Notes

4

Destination region | May be null, if the value is NULL.

24.7.2 After Script

The after script passes the same parameters as the before with the addition of parameters for
the scenario’s recovery targets:

# | Param. Notes

1 Same as before_ parameters.

4

5 | Target Each target is represented by the following colon separated format:
lists

RecoveryType:OriginalAwsResourceld:OriginalRegion:RecoveredAwsResourceld

RecoveryType

A single character identifying
resource type:

Instance

Volume

RDS Database

RDS (Aurora) Cluster

Redshift Cluster

DynamoDB Table

m oo P> 0 < —

EFS

OriginalAwsResourceld

The AWS ID of the original
resource.

OriginalRegion

The AWS region of the original
resource.

RecoveredAwsResourceld

The AWS ID of the recovered
resource. If not recovered,
then ‘nu1l’.

Following is an example of an after_ script for a Recovery Scenario that was defined with 2
targets: an EC2-instance and an EC2-volume. The after_ script passes 6 parameters, 2 of which
are for the targets. The instance recovery target was not recovered:

1
null
1

null

I:i-0a87ab83ca3fab2c2:us-east-1:null

V:vol-0197abalf7090c513:us-east-1:vol-03336f4edl151b5d29
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25  Monitoring Costs and Savings

N2W Software customers have a single point of control and management over the procedure of
backing up their cloud-based services and data stores. Monitoring the costs will help customers
define backup plans that fit their budget and thereby avoid unexpected costs. N2WS provides
the following services for monitoring costs:

e Cost Explorer — Cost of storage that was created by N2WS to hold short-term backup
snapshots of the customer’s cloud-based assets.
e Allows customers to monitor the costs by the backup processes generated by N2WS.
e Allows customers to issue monthly bills per policy backups.
e Calculations are made for the last month by default and can be set to prior periods.
e Breakdown of costs is found in the Costs ($) column of the Policies tab.

e Cost Savings — Amount of money that users can save by enabling Resource Control
management.
e Calculations are made for the next month.
e Breakdown of savings is found in the Cost Savings column of the Resource Control

Groups tab.

Notes:

o Cost Explorer support is currently limited to the AWS resource EBS.

e N2WS uses the AWS REST API for retrieving costs for specified policy. The Cost
Explorer APl allows us to programmatically query your data usage and compute
the cost and usage data. It can take up to 48 hours for the cost increase to take
effect.

e The costs will include both short-term and long-term backups (cross-region DR),
but not snapshots which were copied onto cheaper media such as S3 and
Glacier.

In the Dashboard screen, you can find both Cost Explorer and Cost Savings information in their
respective tiles:
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Dashboard

¥, Backup Monitor
Backups (Last 24 Hours) DR (Last 24 Hours) 53 Backups (Last 24 Hours)
Recavery Monitor

& Recovery Scenario Monitor

2  Reports

81 72 79
b Accounts

Policies

Recovery Scenarios

Schedules

Agents Accounts Poli Alerts
& S3Repositorias 2 : 3 _. S AT
% Worker Configuration

Protected Resources Managed Snapshots

%o Resource Control Monitor 4 o 305 +

=] Resource Control Groups

Cost Savings Cost Explarer

$57.41 © $0.00 @

25.1 Requirements

Note: Cost Explorer is not available in AWS GovCloud (US).

Following are the steps necessary for using Cost Explorer:
e In AWS, activate cost allocation tags. See section 18.3.1.
e In N2WS, enable Allow Cost Explorer for user. See section 18.3.

25.2 Monitoring Costs

In the Policies screen, you can monitor the backup costs of each policy for the last month or a
different time period. The breakdown of costs per policy in dollars for the desired period
appears in the Cost ($) column.

Notes: Cost Explorer inclusions and exclusions:

e The cost figure includes all policies that were ever backed up by N2WS and does
not filter out deleted policies. The costs for policies deleted during a cost period
are still included in the cost figure for that period.

e N2WS Cost Explorer does not include the cost of cross-account DR snapshots.
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If the Allow Cost Explorer option is not enabled for the logged in user, or if the backup was
generated within the last 24 hours, the Cost ($) column will show ‘N/A’. To enable Cost Explorer
for a user, see section 18.3.

25.2.1 Specifying a Different Time Period for Cost Calculations

You can monitor costs for a different time period by setting the Cost Period for all policies. The

maximum period is one year. The current period is shown next to E& Cost Period in the
Policies tab below the filters.

To specify the period for cost calculations:

kall
1. Select the Policies tab and then select ¥ Cost Period.
Specify Time Period for Cost Calculations
) Last month

From time To time

(@) Period: 01/01/2020 = ‘ 1/31/2020| =i ‘

2. Select Period.
3. Choose the From and To dates from the calendars, selecting Apply after each date.

25.3 Monitoring Expected Cost Savings

In the Resource Control Groups tab, you can monitor the expected Cost Savings for each group,
based on the schedules you have set to Turn Off an instance or an RDS database.
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Note: When the Operation Mode of a Resource Control Group to Turn Off Only, CPM will
show ‘No-Data’ in the Cost Savings column.
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Appendix A - Recommended Configuration for Copy to
S3

When ‘worker’ instances are using public IP, NAT, or IGW within a VPC to access S3 buckets
within the same region/account, it results in network transfer fees:

If the bucket is in another region or in another account, the transport charges will be incurred

anyway.

Using VPC endpoint enables instances to use their private IP to communicate with resources in

other services, such as S3, within the AWS network without incurring network transfer fees.

1. Tocreate a subnet associated with a route table that will direct connections to S3 in the
same region as the VPC endpoint:

2. In AWS, create a subnet within VPC of the region.

Ped OIDR Slock* )

After successful creation, the successful creation message appears.

Subnet ID

The subnet is automatically associated with the default route table.
3. Create a new route table.
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Create Route Table x

A route table specifies how packets are forwarded between the subnets within your VPC, the Internet,
and your VPN connection

Name tag 0
VPC  vpc-23beftsa i)

Change the subnet association by associating the previously created subnet with this route
table.

Create a VPC endpoint for S3 in the region and associate it with the previously created
route table.

Erdpewns » Creste Endpond
Create Endpoint

AVIC endpornt sllows you 10 securely comrect your VPG 10 aaoter service

An ndartace exdooirt & powered by Privitalek, o » an wlantic retwork interfac (EN) as an entry pont for ratte devtmed % the secvcs

A getwway sndooirdt sevves a4 8 Larget 00 3 rovte 1 yo Oute talde boc raffic destned foc the service

Service canegory * NS sarvces
P sweva by Nve

Your ANS Nachwtplace servces

Service Name Salect & servce @

a s BB n
Service Name Owner Trpe
COM ATAINASS UBet ! C amazon vty
COM AMADUNARS Us-east 1 O Tazon intertace
COM BMAS0NEeS Us-edst amazon rfertace
COM BMAZONIEY US-edil T CO0C0uS 10 amazco Intertace
com amasonamt Us-er-| Conty o irtecace
COm AMAONERY UL | ynamodn amalon Gy
Com amairaes Usems ! ecd ragon B o
COM AMATONESY UB-23 .} OCTITEISINS srazon Irtertace
COM ATUZINANS LSt | Esshicoachess amazon It
OM BMAZONAES Us-east T everns amazon rdertae
COM ATAINSeY Ls-ei] T eneciLie A4 arazon I
COM AMASONSEn Uh-eatd T e s eaTn analon el
COMm anaionsss nemi ! m amalon rertace
COom amazonaes usemt- 1 on anaon Irtectate
COM AMAZONSeN UVLeat | mMoneoaryg magon e
COM ATAZONALS Uyt | 53 aTazon Gaeway
WPC*  ype2Mbelita ~Co
Ch gion.
oosearegion.
L COM amazonaws us-east-1s3 amazon Gateway

Then choose the previously defined route table.

" rb-0effb8e6161110a54 No subnet-0443a507531104657 | teat-subnet

The permissions to access the bucket will be defined by the IAM policies attached to the
roles of the N2WS.
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8. Grant Full Access.

The route table of the subnet now looks like the following:

Subnet: subnet-0443a50753f104657

Description Flow Logs Route Table Network ACL Tags

Route Table: rib-0effb8e6161110a54 | test-routetable

1to20f2
Destination Target
172.31.0.016 local
pl-63a5400a vpee-052¢72253680333a0

9. If N2WS is in a different account/region/VPC, add to the route table an Internet Gateway so
the ‘worker’ can communicate with N2WS. Add the following rule:

TR W W YW e et L v

0.0.0.0/0 igw-f71725N Active No

The route table will look like:

rtb-Oeffb8e6161f10a54 | test-routetable

Summary Routes Subnet Assoclations Route Propagation Tags
e (R
o View: Allrules v
Destination Target Status Propagated
172.31.0.0/16 local No
0.000/0 igw-f71 7250 Active No
p-63a5400a (com amazonaws us- vpee-052¢72253680333a0 Aclive No

east-1.53)

In this configuration, the connection to S3 will be routed to the VPC endpoint. See Note at
the end of this section.
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10. In N2WS, select the Worker Configuration tab, and then select + New. Configure the
worker to use this subnet in the specific region and the VPC where it is defined.

GEWS | N2ws Backup & Recovery (CPM)

) | Mar 4, 2020 4:42 PM | ‘ [ :':5|
~—A, — =

Yashboard T New Worker Configuration
Backup Monitor User + N Account + New Region
Recovery Monitor demo v |2 account1 (Backup) L+ Choose w
R wenario Monitor
Reports
v v
Policies
Recovery Scena
v v

Schedules

Network Access
Direct v

Worker Configuration

ntrol Monitor

Resaurce Control Groups

Cn

Example: An Endpoint Route in a Route Table
In this scenario, you have an extsting route in your route table for all internet traffic (8.0, 0.0/9) that points 10 an internet gateway. Any traffic from the subinet that's destined

for another AWS service uses the internet gateway

Destination Target
1000016 Local

0.000/0  igw-1

You create an endpoint to 3 supported AWS service, and associate your route table with the endpoint. An endpoint toute Is automatically added to the route table, with a

destinat

of pl-1a2b3cad (assume this represents the service 10 which you've created the endpont). Now, any tratfic from the subnet that's destined for that AWS service in

the same region goes 1o the endpaint, and does NOt Go 1o the intermet gate All other internet Traffic Goes 10 your intemet gateway, including traffic that's destined for

other services, and destined for the AWS service in other regions

Destination Target
10000116  Local

000

gw-1a2b3cad

pl-1a2bscad vpce-11bb22cc

Example: Adjusting Your Route Tables for Endpoints

In this scenario, you have configured your route table to enable instances in your subinet to communicate with Amazon S5 bockets through an internet gateway. Yoou've added

A route with 53,123, 165,0/24 as A destination [assume this is an IP addeess range currently within Amazon S3), and the internet gateway as the target. Yoo then create an

endpaint, and associate this route table with the en

MOINE. An endpoint route is automatically added to the ¢

table. You then use the dewribe-prefix s command to

view the IP address range for Amazon S3. The range N/ 15, whict

% less specific than the range that's po

Hing Lo your internet gatewdy. This meéans that any

traffic destined for the 54,12 5.0/ 24 1P address range continues to use the internet gateway, and does Not use the endpoint (for as long as thes remasns the public 1P

ddress range for Amaron S3)
Destination Target
10000/16 Local
54.125.1650/24 ygw-1a2bicad

pi-1a2b3cad vpoe-11bb22¢c

To ensure that all trafic destined for Amazon S3 in the same 1egion is routed via the endpoint, you must adjust the routes in your route table. To do ths, you can delete the

route to the intermet gateway. Now, all traffic to Amazon S5 in the same region uses the endpoint, and the subnet that's assocated with your route table is a private subnet

For additional information about setting up VPC Gateway Endpoints, see
https://docs.aws.amazon.com/vpc/latest/userguide/vpce-gateway.html
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Appendix B - Agents Configuration Format

N2WS allows configuring remote and local agents from the Ul. See section 6.1.2.

The configuration in the text box needs to be in ‘INI’ format.

According to the section header, N2WS will pass the key-value pairs to the appropriate
agents.

Each agent writes the set of key-value pairs it receives for a section to its configuration
file and restarts to reload the configuration.

To configure agents:

1. Select Server Settings > Agents Configuration.

2. Write the configuration in the text box with the section header followed by its key-pair, as
shown below.

3. Select Publish.

The following sample rules show how to configure relevant agents:

Pass configuration to all remote agents of a given policy.
The following will pass the key-value ‘max seconds to wait for vss=100’toall
remote agents that belong to policy by the name ‘p1”:

[policy pl]
max seconds to wait for vss=100

Pass configuration to specific remote agent.
The following will pass the key-value ‘max _seconds to wait for vss=100’to the
remote agent whose AWS instance ID is ‘agent id

[agent agent id]

max seconds to wait for vss=100
Pass configuration to all remote agents.
The following will pass the key-value ‘max_seconds to wait for policy=600’to
all remote agents:

[all remote agents]

max seconds to wait for policy=600
Pass configuration to local agent.
The following will pass the key-value ‘max seconds to wait for policy=600’ to
the local agent:

[local agent]

max seconds to wait for policy=600

One or more instances of all of the above can be pasted together to the text box in the Agent
Configuration screen. On Publish, N2WS iterates over all sections and passes the relevant
configuration to each agent.
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